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Abstract 

In today’s business and operational environments, multiple organizations routinely work collaboratively 

in pursuit of a common mission, creating a degree of programmatic complexity that is difficult to man-

age effectively. Success in these distributed environments demands collaborative management that ef-

fectively coordinates task execution and risk management activities among all participating groups. Ap-

proaches for managing program risk have traditionally relied on tactical, bottom-up analysis, which 

does not readily scale to distributed environments. Systemic risk management is an alternative approach 

that is being developed by the Software Engineering Institute (SEI). A systemic approach for managing 

risk starts at the top—with the identification of a program’s key objectives. Once the key objectives are 

known, the next step is to identify a set of critical factors, called drivers, that influence whether or not 

the key objectives will be achieved. The set of drivers also forms the basis for subsequent risk analysis. 

This technical report describes a driver-based approach for managing systemic risk in programs that 

acquire or develop software-intensive systems and systems of systems. It features a framework for cate-

gorizing drivers and also provides a starter set of drivers that can be tailored to the unique requirements 

of each program.  
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1 Introduction 

The responsibilities for managing a software program, and the resources needed to carry out program 

activities, have traditionally aligned along organizational boundaries. However, circumstances in the 

business environment, such as the globalization of business and the fast pace of change, have led to an 

increase in outsourcing and partnering among organizations. It is now common for multiple organiza-

tions to work collaboratively in pursuit of a single set of objectives, creating a degree of programmatic 

complexity that is difficult to manage effectively. Success in these distributed management environ-

ments
1
 demands collaborative management approaches that effectively coordinate task execution and 

risk management activities among all participating groups. 

In distributed environments, management control of programs, business processes, and technologies is 

shared by multiple decision makers. The emergence of collaborative ventures has provided a wealth of 

new opportunities for many organizations. For example, vast amounts of information can be shared 

quickly and transparently among people who are geographically dispersed. In addition, organizations 

can quickly form partnerships to pursue new business ventures that take advantage of rapidly changing 

market conditions. However, along with these opportunities come new types of risks. Many people are 

having difficulty managing risks caused by program, process, and system complexity. Nearly everyone 

is having trouble managing shared risks that cross organizational boundaries. Our field experience
2
 in-

dicates that current approaches for managing risk are insufficient when employed in distributed envi-

ronments—new approaches are needed. 

1.1 New Approaches for Managing Risk Across Distributed Environments 

Based on our experience, we believe the prevailing risk management paradigm needs to shift from tacti-

cally-oriented approaches to those that employ a systemic focus. Tactical approaches are designed to 

individually manage each event that could have an adverse impact on a program. These approaches tend 

to incorporate bottom-up analyses and do not readily scale to distributed environments. At their core, 

tactical approaches for managing risk assume a linear cause-and-effect relationship between each source 

of risk (i.e., each potential event) and its direct consequence.  

However, distributed management environments are anything but linear. These environments comprise 

a network of highly complex components that are linked together. Matching a single source of risk to a 

single consequence is too simplistic and has proven to be ineffective in many instances. In these envi-

ronments, risks tend to have many causes that work in tandem; the assumption of one source for every 

consequence does not apply. We have found systemic approaches to be better suited to managing risk in 

distributed environments. In contrast to the bottom-up analyses employed in tactical risk management, 

 
1
  In this document, the term distributed management environment is defined as a program, process, or technology 

where management control is shared by multiple people from different organizations. It is used interchangeably with 
the terms distributed environment and multi-enterprise environment. A distributed program is one type of distributed 
management environment. 

2
  The authors have a combined 32 years of experience in the field of risk management. We have developed methods for 

managing risk in software acquisition and development programs. We have also developed methods for managing cy-
ber security risk. Our current methods integrate our work in both areas and define a life-cycle approach for managing 
risk. We have conducted numerous field pilots over the years when developing our methods. 
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systemic approaches incorporate top-down analyses of risk, which provides a holistic view of risk in 

relation to program objectives. Current SEI research is focused on systemic risk management, and this 

report highlights a key aspect of that research.  

1.2 Risk Management Research 

In 2006, the Carnegie Mellon


 Software Engineering Institute (SEI) chartered the Mission Success in 

Complex Environments (MSCE) project to develop new and innovative management approaches for 

managing risk. We began our research by directing our attention toward developing risk management 

approaches designed specifically for the unique requirements of multi-enterprise environments, includ-

ing (but not limited to) 

• distributed software acquisition and development programs 

• Department of Defense supply chains 

• organizations in dynamic, rapidly changing business environments 

• distributed information-technology (IT) processes  

• distributed business processes 

• processes supporting critical infrastructures 

• software-intensive systems and systems of systems 

While each of these examples has unique characteristics, all share a common aspect—complex, distri-

buted environments that are inherently risky. Over the past three years, we have primarily focused our 

research on two domains: 

• software acquisition and development programs 

• cyber-security incident management processes 

During this time, we developed Mosaic—a suite of methods that can be used to manage risk across the 

life cycle and supply chain. We have successfully used Mosaic to assess risk in both research domains.  

This technical report presents the key concept underlying our research into systemic approaches for 

managing risk in the distributed software acquisition and development programs: A framework for ca-

tegorizing key drivers of risk. 

1.3 Framework for Categorizing Key Drivers of Risk 

In a distributed program, management control is shared by multiple people; no one has absolute authori-

ty over the end-to-end program. Systemic approaches for assessing risk in a distributed program begin 

with the identification of its key objectives. Once a program’s key objectives are known, the next step is 

to identify a set of critical factors, called drivers, that influence whether or not the key objectives will be 

achieved. This set of drivers for is used to assess the program’s current strengths and weaknesses, and it 

also forms the basis for the subsequent risk analysis.  

Our pilot activities have demonstrated the contextual nature of drivers in two main ways.  

 
  Carnegie Mellon is registered in the U.S. Patent and Trademark Office by Carnegie Mellon University. 
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1. Drivers are derived directly from a program’s key objectives.  

As a result, a unique set of drivers must be identified for each specific environment.  

2. Drivers differ at various points in the life cycle.  

For example, early in the life cycle, programs are focused on developing plans and identifying re-

quirements. Later, programs are focused on executing those plans and deploying the system being 

developed. The nature of the activities performed in each life-cycle phase is different, and conse-

quently, the drivers for each phase will reflect this difference.  

During our research, we analyzed the results of a variety of assessments, looking for patterns among the 

findings. The result of this analysis was the identification of a framework for categorizing key drivers. 

This report presents that framework and also provides a starter set of drivers that can be tailored to a 

software program
3
 to create the unique set suitable for that program. 

1.4 Audience and Structure 

Our primary audience for this technical report is managers and lead engineers who have experience as-

sessing and managing risk in software development programs. However, anyone who has experience 

with or is interested in risk, issue, and opportunity management or process improvement might also find 

this report useful.  

This technical report comprises nine sections and two appendices. The first three sections provide the 

conceptual background for systemic risk management. The focus of the technical report shifts from the 

concepts to practice in Section 4. The following summarizes the content for the remainder of this report. 

• Section 2: Focus on Objectives—presents the basic structure of a software program and illustrates 

how the objectives of a work program define its picture of success 

• Section 3: Two Fundamental Approaches for Managing Risk—describes tactical and systemic ap-

proaches for managing risk 

• Section 4: Driver Framework—presents a framework for categorizing drivers 

• Section 5: Driver Identification—provides a starter set of program drivers 

• Section 6: Driver Analysis—outlines an approach for determining how drivers are influencing a 

program’s objectives 

• Section 7: Using Drivers and the Driver Framework—describes different scenarios for using the 

drivers 

• Section 8: Extending the Driver Framework to a Distributed Program—outlines future research 

directions for this work 

• Section 9: Summary and Future Directions—provides a brief overview of pilot results and outlines 

future research directions 

• Appendix A—provides a questionnaire for analyzing the starter set of drivers 

• Appendix B—contains a glossary of terms used in this document 

 
3
  In this document, the term software program refers to any acquisition or development program that produces a 

software-intensive system or a system of systems. 
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2 Focus on Objectives 

In its broadest sense, the term objective refers to a desired result or outcome that is being pursued. A 

program
4
 is defined as a collection of interrelated work tasks or activities that achieves a specific result. 

It includes all tasks, policies, procedures, organizations, people, technologies, tools, data, inputs, and 

outputs required to achieve a specific, predefined set of objectives.   

Figure 1 depicts a generic program and the activities required to achieve its associated objectives. The 

basic function of the program depicted in Figure 1 is to transform the input into the desired output. To 

achieve its objectives, the program must perform four activities in the order shown, while also adhering 

to any cost and schedule constraints. Program execution begins when Activity 1 receives its input. Upon 

completion of Activity 1, its output triggers Activities 2 and 3, which are then performed in parallel. 

When Activities 2 and 3 are complete, their outputs are forwarded to Activity 4, the last in the sequence. 

Upon completion of Activity 4, the program is finished with its work. If all of the activities have been 

performed correctly, the overall set of objectives for the program will have been successfully achieved. 

 

 

Figure 1 Program with Four Activities 

A program is more than a collection of activities, however. It is a complex organizational system that 

brings together a variety of diverse components, or assets (people, technologies, equipment, facilities, 

information, procedures, and work products). These assets are organized in a specific way to achieve a 

particular set of objectives or mission. The assets are organized into a set of interacting, interrelated, and 

interdependent parts that must function as a whole to accomplish given objectives. 

With outsourcing and collaboration becoming so widespread, a set of objectives often extends beyond a 

single organization to include multiple organizations that are often geographically distributed, culturally 

diverse, and independently managed. Since management control is shared in multi-enterprise programs, 

program planning, decision-making, and execution becomes complicated. In these multi-enterprise, or 

distributed, environments, decision makers must work collaboratively to strike a balance between 

 
4  Throughout this report, we use a single term, program, to refer to a collection of interrelated work tasks that achieves a 

specific result. We use this term because our current research deals primarily with large software acquisition and de-

velopment programs. The term project is used interchangeably with the term program throughout this document. Final-

ly, significant distinctions between processes and programs do exist. However, our research has shown that the basic 

concepts presented in this report also apply to assessing and managing risk in information technology processes.  
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achieving their own objectives and the overall program objectives, which are often in conflict with each 

other.  

2.1 Distributed Programs 

In a distributed program, management control is shared by multiple people who are often from different 

internal and external organizations. Over the past several years, outsourcing, collaboration, and globali-

zation have become increasingly commonplace and necessary, which has resulted in distributed pro-

grams becoming commonplace and necessary. The paradigm of having a single person with effective 

management authority over an entire program is becoming obsolete. It is being replaced by a collabora-

tive model where management authority is shared by several people, each overseeing a part of the over-

all program, who may or may not be communicating with each other.  

Figure 2 depicts a simplified example of a distributed program. Notice that the program from Figure 1 is 

now part of a larger program that links four distinct sub-programs. Each sub-program has its own 

unique set of local objectives that define its mission. Each local set of objectives is supported by local 

activities and they, in turn, have their own objectives. Successful completion of local activities is re-

quired for the local objectives to be successfully achieved. However, the overall program objectives are 

not achieved until all activities in all sub-programs have been successfully completed. As illustrated in 

Figure 2, four organizations have pooled their resources to complete a single set of objectives, thus 

creating a distributed program. Each group in Figure 2 must adhere to the mission of its parent organiza-

tion. However, the four organizations must also work collaboratively toward achieving a common set of 

overall program objectives, which creates a virtual enterprise with its own unique mission.  

 

 

Figure 2 Program Spanning Four Organizations
5
 

 
5
  This figure is a simplification of a distributed program. We recognize that distributed programs are much more complex 

with interdependencies among activities within organizations and between organizations. 



 

6 | CMU/SEI-2009-TR-007 

2.2 Key Objectives 

A key objective is a vital outcome intended to be achieved in the future; it provides a benchmark against 

which success will be judged. A program typically focuses on three distinct types of key objectives: (1) 

product, (2) cost, and (3) schedule. Product objectives define the nature of the items produced and are 

often referred to as technical objectives in the software development domain.
 6

 For example, if you are 

developing a software-intensive system, the product (i.e., technical) objectives minimally define the 

functional and performance characteristics of the system as well as other desired attributes, like safety 

or security.
 
 

Focusing solely on such characteristics limits the context within which the product objectives are 

viewed. In such a narrow context, success is based on whether the system satisfactorily meets its func-

tional and performance requirements. Broader issues, such as whether the system effectively supports 

operations and whether people can use and maintain the system, are sometimes considered to be out of 

scope. However, operational, usage, and maintenance issues are vitally important to whether a system is 

ultimately perceived to be a success. To establish a broader benchmark of product success, you should 

add deployment, transition, and operational considerations to your product objectives. Product objec-

tives must define the overall parameters of success for the system being developed. 

In most cases, constraints must be considered in relation to product objectives. Managers generally do 

not have unlimited funds at their disposal, nor do they have unlimited time in which to complete work 

tasks. As a result, cost and schedule objectives must be considered alongside the product or service ob-

jectives, and in many cases are the key drivers of management’s decision, especially as time passes and 

costs accrue.  

These three types of objectives, when viewed together, typically define a basic set of objectives for a 

program. They specify what will be accomplished, the anticipated costs to complete all activities, and 

the timeframe in which work will be completed. When appropriate, these objectives can be supple-

mented with other objectives (such as business or financial objectives) to build an even broader picture 

of success. Once that picture is established, decision makers can focus their attention on making sure 

that results satisfy those objectives. Risk management is an activity that plays a vital role in achieving a 

program’s objectives, and it is the focus of the next section. 

 

 
6
  An operational process will have service objectives instead of product objectives. Service objectives define the nature 

of the services provided to the recipients of those services (i.e., customers). For example, if the service you are provid-

ing is help desk support, the service objectives will define the quality of help desk support provided to constituents 

(such as the required response time based on the priority of the request). 



 

7 | CMU/SEI-2009-TR-007 

3 Two Fundamental Approaches for Managing Risk  

The term risk is used universally, but different audiences often attach different meanings to it [Kloman 

1990]. In fact, the details about risk and how it supports decision making depend upon the context in 

which it is applied [Charette 1990]. For example, safety professionals view risk management in terms of 

reducing the number of accidents and injuries. A hospital administrator views risk as part of the organi-

zation’s quality assurance program, while the insurance industry relies on risk management techniques 

when setting insurance rates. Each industry thus uses a definition that is uniquely tailored to its perspec-

tive. As a result, no universally accepted definition of risk exists.  

However, whereas specific definitions of risk might vary, a few characteristics are common to all defi-

nitions. In fact, for risk to exist in any circumstance, the following three conditions must be satisfied 

[Charette 1990]: 

1. The potential for loss must exist. 

2. Whether the risk will occur is not known with certainty; however a probability of occurrence can 

be determined. 

3. Some choice or decision is required to deal with the risk. 

These characteristics can be used to forge a very basic definition of the word risk. Most definitions fo-

cus on the first two conditions—loss and probability—because they are the two quantifiable aspects of 

risk. Bearing this in mind, the essence of risk, no matter what the domain, can be succinctly captured by 

the following definition: Risk is the likelihood of suffering loss. Put another way, risk is a measure of the 

likelihood that a threat will lead to a loss coupled with the magnitude of the loss.  

3.1 Components of Risk 

As illustrated in Figure 3, a risk can be thought of as a cause-and-effect pair, where the threat is the 

cause and the resulting consequence is the effect. In this context, threat is defined as a circumstance 

with the potential to produce loss, while a consequence is defined as the loss that will occur when a 

threat is realized.  

 

 

Figure 3 Components of Risk 
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Three measures are associated with a risk: (1) probability, (2) impact, and (3) risk exposure. The rela-

tionships between probability and impact and the components of risk are shown in Figure 3. In this con-

text, probability is defined as a measure of the likelihood that a threat will occur, while impact is de-

fined as a measure of the loss that will occur if the threat is realized. Risk exposure provides a measure 

of the magnitude of a risk based on current values of probability and impact. 

No matter what approach is employed to manage risk, the core components of risk (threat and conse-

quence) and its measures (probability, impact, and risk exposure) are universal. While the principles of 

risk management are time-tested and universal, decision makers have many options regarding how to 

manage their risk. The remainder of this section presents two basic approaches that can be employed 

when managing risk in software programs: (1) tactical approaches and (2) systemic approaches.   

3.2 Tactical Risk Management 

Tactical risk management views a threat as a potential event that might or might not occur and is fo-

cused on the direct consequences of that threat. This concept is illustrated in Figure 4. In this document, 

we define tactical risk as a measure of the likelihood that an individual potential event will lead to a loss 

coupled with the magnitude of the loss.
7
 In most instances, a tactical risk will directly affect program 

performance; the impact on a program’s key objectives is most often an indirect consequence of a tac-

tical risk. With respect to the tactical risk highlighted in below, many additional events must occur be-

fore the objectives will be directly affected. In fact, Figure 4 depicts four separate potential events, 

which translates to four distinct risks that could be identified from a tactical point of view.  

 

 

Figure 4 A Tactical View of Risk 

The starting point for tactical risk management is the identification of all known risks that can adversely 

affect a program’s performance. A separate statement is documented for each risk that is identified. 

Probability and impact are established for of each risk statement, and risk exposure is then determined 

from the individual values of probability and impact. Using this approach, the typical software program 

can easily identify hundreds of risk statements. Managing such a large number of risks can be challeng-

ing, thus, two strategies are often employed to meet this challenge.  

 
7
  A potential event is the main focus of a tactical risk. However, as shown in Figure 4 each potential event in influenced 

by one or more current conditions and can also be influenced by the consequences triggered by other potential events.  
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The first strategy uses a Pareto analysis to identify the highest-priority risks. Decision makers use the 

values of probability, impact, and risk exposure to sort the list of risks. They then focus their attention 

on managing the top 10-20% of the risks on the list. The remainder of the risks should be reviewed pe-

riodically for changes. However, in practical terms, risks that do not rank in the top 10-20% are rarely 

revisited. Decision makers often miss changes in their program’s risks despite the reality that risk meas-

ures for all risks change over time. Low-priority risks might become more important over time, while 

high-priority risks might become less important. These changes can be missed if only a small percen-

tage risks are being actively managed. 

The second strategy is to use a technique like affinity grouping to categorize risks into groups. An over-

arching risk statement can be documented for each risk group, and the risk measures for each risk group 

can then evaluated.
8
 By assigning tactical risks to groups, decision makers can focus their management 

actions on the groups instead of each individual risk. The drawbacks to this strategy are (1) the amount 

of time needed to categorize risks when a large number of risk statements have been identified and (2) 

the potential inconsistency of categories across partners in a multi-enterprise program.  

From the tactical point of view, each risk provides a detailed piece of information about a potential loss. 

To create a big-picture view of a program’s risk, you must aggregate detailed risk information. Because 

tactical approaches rely on aggregation techniques to provide a big-picture view of risk, we refer to 

them in this document as incorporating a bottom-up analysis.  

Tactical approaches normally lead to the development of many distinct point solutions, where each is 

intended to mitigate a specific risk statement. In practice, coordination of numerous point solutions 

across a large program has proven to be difficult and can lead to inefficient use of resources and ineffec-

tive mitigation of risk.  

Some programs have been successful employing tactical approaches for managing risk. However, many 

struggle to effectively manage high numbers of risk statements. In some cases, decision makers in these 

programs spend too much time manipulating and analyzing risk statements and too little time actually 

managing their risk.  

3.3 Systemic Risk Management 

Systemic risk management is an alternative approach that is the focus of our current research and devel-

opment activities. As shown in Figure 5, systemic approaches assume a holistic view of risk to objec-

tives by examining the aggregate effects of multiple conditions and potential events on a program’s key 

objectives. A systemic approach for managing risk thus starts at the top—with the identification of a 

program’s key objectives. Once the key objectives have been explicitly articulated, a set of drivers that 

influence the outcome are identified. As used in this way, the term driver is defined as a factor that has a 

strong influence on the eventual outcome or result (i.e., on whether or not key objectives will be 

achieved). 

 
8
  Some tactical approaches assign an overarching risk statement for each risk group and then evaluate probability, im-

pact, and risk exposure for each group. Other approaches do not assign an overarching risk statement and do not eva-

luate risk measures for each group; risk groups are only used during risk mitigation to identify high-leverage mitigation 

solutions. 
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Figure 5 A Systemic View of Risk 

Drivers are important because they define a small set of factors that a manager can use to determine 

whether a program is on track to achieve its key objectives. A manager can focus his or her attention on 

a set of 10-20 drivers at any given time. (See Section 5.3 for a starter set of program drivers.) A typical 

set of program drivers will address a broad range of factors, such as whether 

• the program’s objectives are realistic and achievable 

• the plan for developing and deploying the system is sufficient 

• tasks and activities are performed effectively and efficiently 

• the program complies with all relevant policies, laws, and regulations 

• the program has sufficient capacity and capability to identify and manage potential events and 

changing circumstances 

• the system being developed will effectively support operation 

• users will be prepared to operate the system being developed 

When you analyze a set of drivers, you analyze how conditions and potential events are influencing 

each driver. To accurately assess a given driver, you must consider which conditions and potential 

events have a positive influence on that driver as well as which have a negative influence on it. In this 

way, you can establish the driver’s current state and then determine how it is currently influencing the 

outcome. The relationship among key objectives, drivers, conditions, and potential events is shown in 

Figure 6.  

Drivers provide a means of translating vast amounts of detailed data about current conditions and poten-

tial events into useable information that supports program decision making. One of the main advantages 

of employing a systemic approach is the traceability among key objectives, drivers, conditions, and po-

tential events. This traceability is extremely useful when making tradeoff decisions and when looking 

for high leverage ways to mitigate a program’s risks.  

The goal of systemic risk management is to assess and manage the risk triggered by each driver. Sys-

temic approaches tend to be easier to perform than tactical approaches, especially when applied to com-

plex environments. Our research indicates that systemic approaches scale to distributed management 
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environments more readily than do tactical approaches (see Section 8 for more information on scaling 

systemic approaches to distributed environments). 

 

Key Objectives

Positive Conditions and 

Future Events 

Negative Conditions and 

Future Events 

Driver 2Driver 1 Driver 3 … Driver N

 

Figure 6 Relationships Among Key Objectives, Drivers, Conditions, and Potential Events 

From the systemic point of view, the risk triggered by each driver provides an aggregate view of poten-

tial loss. To get more detailed information about the root causes of a risk, you need to perform addition-

al analysis. Because systemic approaches begin with the big-picture view of risk, we refer to them in 

this document as incorporating a top-down analysis. 

When you employ a systemic approach for managing risk, you need to make sure that the set of drivers 

appropriately reflects your key objectives and management context (e.g., current life-cycle phase). You 

also need to look for indications of outlying issues that do not map to any existing drivers. These out-

liers might indicate the need to add an additional driver to the set you are managing. If you do not adjust 

the set of drivers over time, you might miss key indications of risk. 

Our recent research has focused on developing and piloting Mosaic, an approach for implementing sys-

temic risk management. The focal point of Mosaic is the identification and analysis of a set of drivers. 

The next several sections take a closer look at the nature of drivers. 
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4 Driver Framework 

One goal of our research has been to develop a way to derive a set of drivers for the unique require-

ments of each program. While working toward this goal, we analyzed the results of past SEI risk man-

agement research that cataloged sources of risk in software development [Dorofee 1996, Williams 

1999], system acquisition [Gallagher 1999], and operational security [Alberts 2002]. Our analysis 

showed similarities and patterns among the types of conditions and events that produced risk in each 

setting. The result of our analysis was the development of a common structure, or framework, for classi-

fying a set of drivers that influence a program’s outcome. As illustrated in Figure 7, the driver frame-

work
9
 comprises six categories: 

• objectives 

• preparation 

• execution 

• environment 

• resilience 

• result  

Each category is examined in this section. 

 

 

Figure 7 Six Categories of the Driver Framework 

4.1 Objectives 

In Section 2, the topic of a program’s objectives was addressed. We defined an objective as a desired 

result or outcome of a program. Put another way, a set of objectives defines the mission being pursued 

by a program. As discussed in Section 2, a program typically focuses on three distinct types of key ob-

jectives: (1) product, (2) cost, and (3) schedule. Other key objectives, such as business or financial ob-

jectives, can be added as appropriate when defining a program’s picture of success. For a program to 

achieve success, all of its key objectives must be balanced, realistic, and achievable. Issues with key 

objectives can have a profound effect on a program’s potential for success. Some programs, for exam-

ple, begin with extremely aggressive schedules, poor funding, and high-risk technology, leaving them 

unable to deal with any adverse events. Because of its impact on program success, the first, and most 

 
9
  The driver framework can also be referred to as the OPEERR (pronounced oh-peer) framework. The acronym uses the 

first letter from each driver category.  



 

13 | CMU/SEI-2009-TR-007 

fundamental, category of drivers is objectives. The drivers in this category are focused on the purpose 

and scope of a program.  

4.2 Preparation 

Whereas the set of key objectives defines what success looks like, preparation provides the roadmap for 

achieving that picture of success. With respect to the driver framework, preparation focuses on the 

processes and plans required to achieve objectives. Preparation activities typically include 

• outlining people’s roles and responsibilities 

• ensuring that activities are sequenced correctly 

• identifying dependencies and interrelationships among activities 

• defining the processes used by the program 

• establishing practices and procedures that must be followed 

• providing artifacts, such as decision-making guidelines, templates, and written procedures 

• defining technologies that are needed to support the program 

• establishing measures and metrics for managing the program 

Objectives and preparation, when viewed together, define a plan of action and structure for a program. 

This foundation provides the blueprint for conducting program tasks and activities.  

4.3 Execution 

While objectives and preparation provide the foundation for the program, execution examines how tasks 

and activities are managed and performed. The management of these activities is focused on assem-

bling, organizing, and overseeing the assets required to bring that plan to life. Examples of assets in-

clude 

• people tasked with doing the work 

• technology and equipment directly supporting program execution 

• information used to support execution of tasks and activities 

• facilities in which the work will be completed 

The performance of these activities is focused on the effective and efficient completion of assigned ac-

tivities, including, for example, whether people actually follow defined processes and how well tasks 

are coordinated across groups. 

4.4 Environment 

Ideally, management and staff could focus exclusively on the tasks at hand and ignore how the broader 

environment affects program performance. However, the environment typically plays a major role in 

how efficiently and effectively activities are performed. Management and staff must be aware of their 

surroundings and understand how environmental conditions affect their work tasks. The program’s en-

vironment includes  
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• organizational structure 

• culture 

• politics 

• communication infrastructure 

Also included are any constraints that a program inherits from its parent organization(s) or from the 

broader business environment. Constraints can include restrictions imposed by laws and regulations as 

well as limitations with services provided by third parties.  

4.5 Resilience 

Thus far, the driver categories have been focused on what it takes to plan and execute a program based 

on current and known conditions. However, effective management must also take into account the pos-

sibility of problems resulting from potential events and changing circumstances. A program must be 

nimble enough, or resilient, to adapt to a range of potential events. In some cases, events can be antic-

ipated and planned for. In others, people must be able to quickly respond and take timely action to avoid 

fallout from unexpected events.  

So, we define resilience as the ability to effectively manage potential events and changing circums-

tances. It is an important aspect of program management because it enables people to handle a variety of 

situations that can arise and ultimately place program objectives at risk.  

4.6 Result 

For a software program, the term result refers to the correctness and completeness of the software-

intensive system or system of systems that is being developed (i.e., the product that is developed).
10

 In 

particular, drivers in this category examine whether the product will be successfully operated, used, and 

maintained in its operational environment. The types of issues addressed by this category include 

• the extent to which requirements are understood 

• whether functional and nonfunctional requirements will be satisfied 

• sufficiency of the design and architecture 

• degree of integration and interoperability with other systems 

• ability to support operations 

• adoption barriers 

• certification and accreditation of the system 

4.7 Primary Relationships Among Driver Categories 

The six driver categories define a broad range of issues that should be considered when managing a 

software program. From our piloting activities, we have noticed core relationships among the driver 

categories. These relationships are illustrated in Figure 8.  

 
10

  If you apply this framework to the delivery of a service, the result category addresses the ability to provide quality and 

timely services that meet customer’s needs. 
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Figure 8 Relationships Among the Driver Categories 

The relationships among driver categories can be useful when determining the root causes of a risk. For 

example, suppose that you have determined that you will likely have trouble integrating the system you 

are developing with other operational systems. Product issues, like a potential integration problem, be-

long to the result category. However, the program plan might not have allocated sufficient time for inte-

gration testing, which shifts the focus to preparation. Similarly, planning for integration testing might 

have been shortened because the schedule was reduced during contracting negotiations. Here, the focus 

broadens to include objectives. In turn, the schedule might have been reduced because a sponsor arbitra-

rily decided to do so, which adds a source from the environment category. Drivers in categories that 

influence other categories can be viewed as leading indicators of success or failure.
11

 In this example, 

the arbitrary reduction in schedule was a leading indicator of potential problems for the program.  

 

 
11

  In this report, a leading indicator is defined as a factor that provides insight into future performance.  
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5 Driver Identification  

We originally focused our research and development efforts on driver identification and analysis be-

cause we needed an efficient and effective means of evaluating a program’s current state. Once you es-

tablish the current state, you can then employ a variety of back-end analysis methods to interpret the 

results and chart a course for improvement. In our research, we have applied several back-end analysis 

methods, ranging from basic gap analysis to integrated risk and opportunity analysis. Each back-end 

analysis provides a different view of how well a program is currently performing and provides a means 

of inferring how well that program might perform in the future. No matter which back-end analysis you 

decide to employ, the first step is to ensure that you are collecting the right data. With a driver-based 

approach, collecting the right data requires you to first identify the correct set of drivers.  

5.1 Driver Attributes 

A driver is a factor that has a strong influence on the eventual outcome or result, that is, on whether or 

not key objectives will be achieved. Each driver comprises four key attributes, name, success state, fail-

ure state, category, which are described in more detail in Table 1.  

Table 1 Example of an Attribute Table for a Driver 

Attribute Description Example 

Name A concise label that describes the basic 
nature of the driver 

Process 

Success State A driver exerts a positive influence on the 
outcome 

The process being used to develop and 
deploy the system is sufficient. 

Failure State A driver exerts a negative influence on the 
outcome 

The process being used to develop and 
deploy the system is insufficient. 

Category The category to which the driver belongs Preparation 

Each driver also has two possible states—a success state and a failure state. When analyzing a driver, 

you determine how it is currently acting (i.e., its current state) by examining the effects of conditions 

and potential events on that driver. The goal is to determine if the driver is 

• almost certainly in its success state 

• most likely in its success state 

• equally likely in its success or failure states 

• most likely in its failure state 

• almost certainly in its failure state 

By analyzing each driver in a set, you establish a benchmark of the program’s current state.  
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5.2 Deriving a Set of Drivers 

The starting point for identifying a set of drivers is determining the program’s key objectives. (See Sec-

tion 2.2 for a discussion of key objectives.) Once key objectives have been articulated, a set of drivers 

can be derived from them. This relationship between drivers and key objectives is depicted in Figure 9. 

To establish a set of drivers for specific objectives, you need information from people with experience 

and expertise relevant to those objectives. For example, if you want to identify a set of drivers for soft-

ware development, you would obtain information from people who manage software programs and who 

develop software-intensive systems. Similarly, if you are looking to establish a set of drivers for organi-

zational security, you would consult with security experts.  

 

Program

Key Objective 2Key Objective 1 … Key Objective M

Driver 2Driver 1 Driver 3 … Driver N

 

Figure 9 Relationship Between Key Objectives and Drivers 

The experts from whom you elicit information should be familiar with the key objectives that have been 

defined. You can use the key objectives to focus your discussion with them. The experts need to answer 

the following questions: 

• What circumstances, conditions, and events will drive your program toward a successful outcome? 

• What circumstances, conditions, and events will driver your program toward a failed outcome? 

After you have gathered information from the experts, you need to organize the information they pro-

vided (i.e., circumstances, conditions, and events) into approximately 10-20 groups that share a central 

idea or theme. The driver is the central idea or theme of each group. You then need to define the four 

attributes of each driver. (See Table 1 for descriptions of the driver attributes.) The main rule when 

compiling a set of drivers is to make sure you include at least one driver for each of the six driver cate-

gories. Analyzing drivers from all categories will help to ensure an adequate breadth of data collection. 

We have employed this approach to identify a set of drivers in a variety of areas, including software 

acquisition and development programs, cyber-security processes, and business portfolio management. 
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Our recent focus has been on software acquisition and development programs. Over time, we have been 

able to identify patterns in the driver sets we have used to assess a range of software programs. Analysis 

of these patterns enabled us to establish a starter set of drivers for software programs. This starter set of 

drivers provides a basis from which you can tailor a set of drivers to a given program’s unique environ-

ment. The next section presents a set of drivers you can use as a starting point for tailoring activities.  

5.3 A Starter Set of Drivers 

The starter set of 20 drivers for software programs, and their attributes, is documented in Table 2. These 

drivers in are based on the typical set of objectives for a program: product, cost, and schedule. 

Table 2 Starter Set of Drivers for Software Programs 

Driver Name Success State Failure State Category 

1. Program 
Objectives 

Program objectives (product, 
cost, schedule) are realistic and 
achievable. 

Program objectives (product, 
cost, schedule) are unrealistic or 
unachievable. 

Objectives 

2. Plan The plan for developing and 
deploying the system is suffi-
cient. 

The plan for developing and 
deploying the system is insuffi-
cient. 

Preparation 

3. Process The process being used to de-
velop and deploy the system is 
sufficient. 

The process being used to de-
velop and deploy the system is 
insufficient. 

Preparation 

4. Task Execution Tasks and activities are per-
formed effectively and efficient-
ly. 

Tasks and activities are per-
formed ineffectively and ineffi-
ciently. 

Execution 

5. Coordination Activities within each team and 
across teams are coordinated 
appropriately. 

Activities within each team and 
across teams are not coordi-
nated appropriately. 

Execution 

6. External 
Interfaces 

Work products from suppliers, 
partners, or collaborators will 
meet the program’s quality and 
timeliness requirements. 

Work products from suppliers, 
partners, or collaborators will not 
meet the program’s quality and 
timeliness requirements. 

Execution 

7. Information 
Management 

The program’s information is 
managed appropriately. 

The program’s information is not 
managed appropriately. 

Execution 

8. Technology The program team has the tools 
and technologies it needs to 
develop the system and transi-
tion it to operations. 

The program team does not 
have the tools and technologies 
it needs to develop the system 
and transition it to operations. 

Execution 

9. Facilities and 
Equipment 

Facilities and equipment are 
sufficient to support the pro-
gram. 

Facilities and equipment are 
insufficient to support the pro-
gram. 

Execution 

10. Organizational 
Conditions 

Enterprise, organizational, and 
political conditions are facilitat-
ing completion of program activi-
ties. 

Enterprise, organizational, and 
political conditions are hindering 
completion of program activities. 

Environment 
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Driver Name Success State Failure State Category 

11. Compliance The program complies with all 
relevant policies, laws, and 
regulations. 

The program does not comply 
with all relevant policies, laws, 
and regulations. 

Environment 

12. Event 
Management 

The program has sufficient ca-
pacity and capability to identify 
and manage potential events 
and changing circumstances. 

The program has insufficient 
capacity and capability to identi-
fy and manage potential events 
and changing circumstances. 

Resilience 

13. Requirements System requirements are well 
understood. 

System requirements are not 
well understood. 

Result 

14. Design and 
Architecture 

The design and architecture are 
sufficient to meet system re-
quirements and provide the de-
sired operational capability. 

The design and architecture are 
insufficient to meet system re-
quirements and provide the de-
sired operational capability. 

Result 

15. System 
Capability 

The system will satisfactorily 
meet its requirements. 

The system will not satisfactorily 
meet its requirements. 

Result 

16. System 
Integration 

The system will sufficiently inte-
grate and interoperate with other 
systems when deployed. 

The system will not sufficiently 
integrate and interoperate with 
other systems when deployed. 

Result 

17. Operational 
Support 

The system will effectively sup-
port operations. 

The system will not effectively 
support operations. 

Result 

18. Adoption 
Barriers 

Barriers to customer/user adop-
tion of the system have been 
managed appropriately. 

Barriers to customer/user adop-
tion of the system have not been 
managed appropriately. 

Result 

19. Operational 
Preparedness 

People will be prepared to oper-
ate, use, and maintain the sys-
tem. 

People will not be prepared to 
operate, use, and maintain the 
system. 

Result 

20. Certification and 
Accreditation 

The system will be appropriately 
certified and accredited for op-
erational use. 

The system will not be appro-
priately certified and accredited 
for operational use. 

Result 

5.4 Tailoring an Existing Set of Drivers 

The starter set of drivers provides a basic set that you can use to assess a software program. You will 

need to tailor the set to ensure that the 

1. set of drivers accurately reflects the key objectives of the specific program you are assessing 

2. set of drivers is adjusted appropriately based on the program’s context and characteristics 

3. phrasing of each driver is consistent with the program’s terminology 

The first step when tailoring an existing set of drivers is to establish the program’s key objectives. Once 

the program’s objectives are clearly articulated, you then select a predefined set of drivers consistent 

with those objectives to use as the basis for tailoring. Prior to tailoring the drivers, you should meet with 
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management and staff from the program to learn about what the program is trying to accomplish and to 

gain an appreciation for its unique context and characteristics.   

After you have developed a basic understanding of the program, you are ready to tailor the drivers. Re-

view the predefined set of drivers that you are using as the starting point for tailoring activities. Based 

on the program’s key objectives and the data that you have gathered, 

• Determine which drivers do not apply to the program. Eliminate extraneous drivers from the set.
12

 

• Establish whether any drivers are missing from the list. Add those drivers to the set.  

• Decide if multiple drivers from the set should be combined into a single, high-level driver. Replace 

those drivers with a single driver that combines them. 

• Decide if any drivers should be decomposed into multiple, more detailed drivers. Decompose each 

of those drivers into multiple drivers. 

Finally, adjust the wording of each driver attribute to be consistent with the program’s terminology and 

language. At this point, you will have a set of drivers that can be used to assess the program’s current 

state. 

 

 
12

  Remember that you need to ensure that you include at least one driver from each driver categories. 
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6 Driver Analysis 

The previous section discussed the importance of developing or tailoring a set of drivers for the unique 

needs of each program. This section builds on the concept of drivers by examining how to analyze an 

individual driver’s current state.  

6.1 Assessing a Driver’s Current State 

The goal of driver analysis is to determine how each driver is influencing a program’s key objectives. 

More specifically, you need to establish the probabilities that each driver is in its success and failure 

states. Any of the following four approaches can be used as the basis for driver analysis: 

1. Convert each driver into a yes/no question, where each question is phrased from the success pers-

pective. Each driver question is then answered based on the available information about the pro-

gram.  

2. Convert each driver into a yes/no question, where each question is phrased from the failure pers-

pective. Each driver question is then answered based on the available information about the pro-

gram.  

3. Use the driver’s success state as a true/false statement. Each statement is then evaluated based on 

the available information about the program.  

4. Use the driver’s failure state as a true/false statement. Each statement is then evaluated based on 

the available information about the program.  

You should choose the approach that best suits your needs. When we conduct driver analysis, we nor-

mally convert drivers into questions that are phrased from the success perspective. Table 3 provides an 

example question for the Process driver from one of our surveys. This example will be used throughout 

this section when discussing driver analysis.  

Table 3 Driver Question and Range of Responses 

Driver Question Answer 

3. Is the process being used to develop and 
deploy the system sufficient? 

Consider: process design; measurements and 
controls; process efficiency and effectiveness; 
acquisition and development life cycles; train-
ing 

No Likely no 
Equally 
likely 

Likely 
yes 

Yes 

�  q  �  �  �  

Because the question in the figure is phrased from the success perspective, an answer of yes indicates 

the driver is in its success state and an answer of no indicates it is in its failure state. We use a range of 

answers to capture probabilities (likely yes, equally likely yes or no, likely no) when the answer is not a 

definitive yes or no. In addition, we often include key items to consider when answering each question. 
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These considerations highlight important areas to think about when answering the question. A complete 

questionnaire for the starter set of drivers can be found in Appendix A.  

A set of driver value criteria, such as those shown in Table 4, are normally used to support driver anal-

ysis. Driver value criteria serve two main purposes: 

• They provide a definition of applicable responses to a driver question. 

• They translate each response into the probability that the driver is in its success state as well as the 

probability that it is in its failure state.  

Table 4 Driver Value Criteria 

Answer Definition 

Values 

Probability of 
Success State 

Probability of 
Failure State 

Yes 

The answer is almost certainly “yes.” Almost no un-
certainty exists. There is little or no probability that 
the answer could be “no.” 

(~ > 95% probability of yes) 

Maximum Minimal 

Likely yes 

The answer is most likely “yes.” There is some 
chance that the answer could be “no.”  

(~ 75% probability of yes) 

High Low 

Equally likely 
The answer is just as likely to be “yes” or “no.”  

(~ 50% probability of yes) 
Medium Medium 

Likely no 

The answer is most likely “no.” There is some chance 
that the answer could be “yes.”  

(~ 25% probability of yes) 

Low High 

No 

The answer is almost certainly “no.” Almost no uncer-
tainty exists. There is little or no probability that the 
answer could be “yes.”  

(~ < 5% probability of yes) 

Minimal Maximum 

The criteria for analyzing a driver must be tailored for each application of driver analysis. For example, 

the criteria in Table 4 are based on a five-point scale. This type of scale allows decision-makers to in-

corporate different levels of probability in their answers. More or less than five answers can be incorpo-

rated into the analysis when appropriate. In addition, some people prefer to include a response of don’t 

know to highlight those instances where more information or investigation is needed before a driver can 

be analyzed appropriately.  

When you analyze a driver, you need to consider how conditions and potential events are affecting that 

driver. In general, you should think about the following items for each driver you analyze:  

• positive conditions that support an answer of yes 

• negative conditions that support an answer of no 
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• potential events with positive consequences that support an answer of yes 

• potential events with negative consequences that support an answer of no 

The table in Figure 10 shows an example of an analyzed driver. The answer to the driver question is 

likely no. This means the program’s objectives are most likely unrealistic or unachievable, that is, most 

likely in its failure state. Rationale for each response is also documented. The rationale captures the rea-

sons underlying the response to a driver question (e.g., which conditions and potential events are steer-

ing the driver toward its success and failure states).  

 

Question Answer 

3.  Is the process being used to develop 

and deploy the system sufficient? 

Consider: process design; measurements 

and controls; process efficiency and effec-

tiveness; acquisition and development life 

cycles; training 

No 
Likely 

no 
Equally 
likely 

Likely 
yes 

Yes 

�  � �  �  �  

Rationale 

+ Previous programs have a 90% history of delivering on-time. 

-The process for integration testing is likely inadequate. Historically, integration 

testing has used “verbal” agreements between a few managers who already know 

each other. With this system, there are managers and team leads who have never 

worked together and there are other barriers in place that make “verbal” agree-

ments tenuous.  

-There are a lot of brand new programmers (45%).  

-This program required a significant change in our standard processes. There was no 

new training created for the new processes. 

-QA did not have a chance to review the new and revised processes before they were 

put into practice. 

-The person who developed the new processes quit last week. 

 

 

Figure 10 Assessed Driver 
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6.2 A Snapshot of Current Conditions 

A driver profile provides a snapshot, or summary, of all drivers relevant to a program. Figure 11 pro-

vides an example of a driver profile. In the figure, a bar graph is used to show twenty drivers, which 

correspond to the starter set of drivers. 

 

 

Figure 11 Driver Profile
13

 

The graph depicts the probability that each driver is in its success state. In addition, programmatic driv-

ers are separated from the product drivers. A driver profile is useful because it provides a snapshot of 

current conditions. The profile in Figure 11 indicates that the following four drivers are likely in their 

failure states: program objectives, process, organizational conditions, and system integration. These 

drivers should concern the program’s decision makers. However, to better articulate those concerns, 

decision makers typically perform additional analysis. Several options for follow-on analysis are pre-

sented in the next section.  

 

 

 

 
13

  The programmatic drivers map to drivers from the objectives, preparation, execution, environment, and resilience cate-

gories. The product drivers map to drivers from the result category. 
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7 Using Drivers and the Driver Framework 

Driver analysis gathers numerous data about a program and produces a concise snapshot of that pro-

gram’s current state. However, decision makers generally often perform additional analysis to more 

fully understand how the current state will likely affect a program’s key objectives. As shown in Figure 

12, once you establish the current state using driver analysis, you can then use a variety of back-end 

analyses to interpret the results.  

 

 

Figure 12 Multiple Views into a Program 

7.1 An Overview of Back-End Analyses 

Decision makers have many options regarding which back-end analysis they use, ranging from a very 

basic gap analysis to an integrated analysis of risk and opportunity. The ultimate goal is to ensure that 

you have data that are sufficient to support effective decision making. Table 5 provides a brief summary 

of the back-end analyses that we have used in conjunction with driver analysis. 
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Table 5 Additional Back-End Analyses 

Gap Analysis 

A gap analysis examines the difference between current and desired states of each driver. It 

can be performed very quickly and does not require specialized skills to conduct. Gap analysis 

can help decision makers identify basic concerns about their chances of success. However, be-

cause gap analysis does not analyze the consequences of those concerns, decision makers 

might not have all of the information they need to make appropriate tradeoffs. 

Risk Analysis 

Risk analysis examines the potential loss produced by each driver in relation to the program’s 

key objectives. Most decision makers are familiar with risk analysis, so they can easily learn to 

use it as a follow-on to driver analysis. Applying risk analysis to driver results is presented in 

more detail in Section 7.2.  

Mission Success Analysis 

A mission success analysis uses scenarios to determine the probability of successfully achiev-

ing each key objective. This type of predictive analysis requires substantial experience and ex-

pertise to develop relevant scenarios and then assess them. It can take considerable time to 

conduct and is difficult to automate. However, it presents results in scenario form, which many 

decision makers find useful.   

Mission Assurance Analysis 

This type of analysis establishes a measure of mission assurance for each driver based on risk 

and uncertainty. It is very useful for establishing justifiable confidence that key objectives will be 

achieved. Mission assurance analysis can require a considerable time investment to collect and 

analyze data. However, it is very useful for when analyzing processes and systems that are 

mission critical. 

Integrated Risk and Opportunity Analysis 

An opportunity is the likelihood of realizing a gain resulting from an allocation (or reallocation) of 

resources. Integrated risk and opportunity analysis examines the risks and opportunities inhe-

rent in a situation and helps decision makers strike an appropriate balance between the two. 

Integrated risk and opportunity analysis requires considerable experience and expertise to con-

duct. However, it is extremely useful for enabling decision makers to look beyond product, cost, 

and schedule objectives when making tradeoffs.  

All of the analyses in Table 5 provide decision makers with useful decision-making data. Of the five 

approaches featured in the table, risk analysis is by far the one that is most commonly used by decision 

makers in programs and organizations. The next section looks at risk analysis in more detail. 
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7.2 Risk Analysis 

We use the term mission risk
14

 when referring to the risk produced by each driver. Used in this context 

mission risk is defined as a measure of potential loss in relation to key objectives. As described in Sec-

tion 3.1, all risks comprise the two components, threat and consequence; Figure 13 shows how these 

components apply to mission risk. The failure state of the driver acts as the threat because it defines a 

circumstance with the potential to produce loss. The consequence of a mission risk is the negative im-

pact on a program’s key objectives triggered by a driver’s failure state.  

 

 

Figure 13 Components of Mission Risk 

The first step when managing any type of risk is to effectively articulate, or communicate, the basic 

concern underlying that risk. A risk statement provides a unique and succinct description of a risk and is 

commonly used as the main construct for articulating a risk. Figure 14 provides an example of a risk 

statement and its associated measures for a mission risk (the risk produced by the Process driver that 

was featured in Section 6.1).  

 

Risk Statement Probability Impact 
Risk  

Exposure 

3. The process being used to develop and 

deploy the system is insufficient. 
High Severe High 

 

Figure 14 Example of a Mission Risk and its Measures 

As shown in Figure 14, the risk statement is the failure state of the driver.
15

 Risk probability is listed as 

high, which corresponds to the response of likely no that was selected during driver analysis. (Refer to 

the driver value criteria in Table 4 to see the relationship between the responses to driver questions and 

their associated probabilities.)  

 
14

  A mission risk can also be referred to as a systemic risk.  

15
  A risk statement often includes both the threat and consequence components of a risk. The direct consequence for all 

mission risks, by definition, is that the program will not be able to achieve one or more of its key objectives. Because it 

does not uniquely differentiate one mission risk from another, consequence can be omitted from the risk statement for 

a mission risk, if desired. However, for completeness, some people prefer to include the consequence in the risk 

statement for a mission risk. 



 

28 | CMU/SEI-2009-TR-007 

Risk impact in the example is evaluated as severe because the driver has a very strong influence on key 

objectives. In other words, if the process for developing and deploying the system were determined to 

be insufficient, then the negative impact on the program’s key objectives will be extremely large. Final-

ly, risk exposure combines the values of probability and impact to establish the magnitude of a risk. As 

shown in Figure 14, the risk exposure is high.
16

 

7.3 Risk Profile 

A risk profile provides a summary of all risks relevant to a program at a specific point in time. It can be 

a tabular listing of risk statements (similar to the table in Figure 14) or a graphical portrayal of risk in-

formation. A risk profile is useful because it provides decision makers with a succinct snapshot of their 

current risks, which helps them to make appropriate tradeoffs and establish mitigation priorities. Figure 

15 depicts a graphical risk profile that is based on the driver framework and the risk exposure for each 

driver (i.e., for each mission risk).  

 

 

Figure 15 Example Risk Profile 

By looking at the risk profile like the one shown in the figure, decision makers can quickly determine 

the general health of a program and begin to establish mitigation priorities. This profile clearly indicates 

that the program’s biggest risks are in the following areas: program objectives, process, organizational 

conditions, and system integration. In contrast, external interfaces, information management, technolo-

 
16

  To assess impact, you must first define a set of risk impact criteria. Similar to the driver value criteria shown in Table 4, 

risk impact criteria define a set of measures (e.g., severe, high, medium, low, minimal) that can be used to evaluate the 

severity of a risk’s impact. To assess risk exposure, you must first define a risk exposure matrix, which defines a set of 

measures (e.g., severe, high, medium, low, minimal) based on the individual values of probability and impact. Since 

these are standard risk management practices; the details are omitted from this discussion. More information can be 

found in the Continuous Risk Management Guidebook [Dorofee 1996]. 
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gy, facilities and equipment, and compliance pose minimal risk to the program. Decision makers can 

now focus their attention on the program’s high-risk areas.  

7.4 An Integrated View of Tactical Data 

Most programs currently employ tactical approaches to manage risk, which tend to produce a large 

number of risks that must be addressed. In addition, some of these programs augment their risk man-

agement approaches by including issue management, sometimes referred to problem management. In 

this context, an issue is defined as a loss that has occurred or is certain to occur, that is no uncertainty 

exists. Programs that explicitly identify and track issues usually end up with a large number of issues 

that must be managed. In the field, we have seen many programs create confusing definitions for the 

terms risk and issue. When definitions are ambiguous or confusing, people find it difficult to determine 

whether something is a risk or an issue. This confusion and ambiguity can ultimately affect people’s 

decisions and actions, which can put a program at even greater risk. 

To complicate matters further, many programs are now being asked to manage opportunities in addition 

to risks and issues, where an opportunity is viewed as a potential gain. Some programs are attempting to 

extend their tactical approaches to address opportunity management, and as a result, are now beginning 

to identify numerous tactical opportunities
17

 in addition the vast numbers of risks and issues that they 

are already managing. Our field experience indicates that many programs are struggling to effectively 

manage risks, issues, and opportunities using tactical approaches.  

Systemic approaches are beginning to show promise as a means of integrating tactical data. As men-

tioned in Section 6.1, the following data is normally documented when a driver is analyzed: 

• positive conditions that steer a driver toward its success state (i.e., strengths) 

• negative conditions that steer a driver toward its failure state (i.e., weaknesses/issues/problems) 

• potential events with positive consequences that could steer a driver toward its success state (i.e., 

tactical opportunities) 

• potential events with negative consequences that could steer a driver toward its failure state (i.e., 

tactical risks) 

Although the main focus of a systemic approach is to manage risk at the mission level (i.e., risks to key 

objectives), it also is useful for organizing a program’s tactical data. As shown in Figure 16, each driver 

integrates strengths, issues, tactical risks, and tactical opportunities affecting that driver.  

 
17

  In this document, we make a distinction between a tactical opportunity and a mission opportunity. A tactical opportunity 

is a circumstance that has the potential to improve program performance; it does not necessarily translate to a gain 

from the business or mission perspective. For example, a new practice might enable you to complete a task more ef-

fectively or efficiently (i.e., a potential to improve performance). However, it might not improve the expected return on 

investment or improve the operational capability being developed, which are examples of gains from the business or 

mission perspectives. In contrast, a mission opportunity is a circumstance that has the potential to provide a gain from 

the business or mission perspective. The integrated risk and opportunity analysis described in Table 5 is focused on 

mission risk and mission opportunity (as opposed to tactical risk and tactical opportunity). Because tactical risks and 

tactical opportunities influence a driver’s state, they can be managed using any of the driver-based analyses in Table 

5. See Figure 16 for a diagram that shows how tactical risks and tactical opportunities influence a driver. 
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Figure 16 Strengths, Weaknesses, and Tactical Data Affecting Drivers 

Driver identification and analysis provides a foundation for a variety of back-end analyses. This flex-

ibility enables managers to customize a risk-based practice focused on their needs and requirements. 

The inherent flexibility of the approach is further explored in the next section, which looks at applying 

driver identification and analysis in multi-enterprise environments.     
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8 Extending the Driver Framework to a Distributed Program 

As discussed in Section 2.1, a distributed program is defined as a program where management control is 

shared by multiple people from different organizations. Our field experience indicates that people em-

ploying traditional, tactical risk management approaches tend to have significant difficulty assessing 

and managing risk in distributed programs. The bottom-up nature of tactical risk management makes it 

difficult and time consuming to establish a comprehensive risk profile for distributed programs. In addi-

tion, many critical risks are not identified or are overlooked when people rely on tactical approaches. In 

contrast, systemic approaches are better suited for application in distributed management environments.  

8.1 Network of Objectives 

A broad network of objectives exists within all organizations. Success at the organizational level 

requires ensuring that all objectives within the network are aligned. Ensuring alignment among an 

organization’s objectives helps establish confidence that 

• core business objectives within the organization will be achieved 

• the organization’s overall objectives will also be accomplished 

The network of objectives can also extend across multiple organizations. For example, when multiple 

companies collaborate on a joint venture, such as building and fielding a complex software-intensive 

system, they pool their resources toward achieving a common set of objectives. Each organization must 

balance its local objectives against the shared set of objectives defined by the overarching program. This 

concept is illustrated in Figure 17. 

 

 

Figure 17 Network of Objectives 
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Each group in Figure 17 has a local set of objectives based on their program roles. In addition, there is 

an overall set of objectives for the end-to-end program. Once the network of objectives is determined, 

drivers across the distributed program can be assessed.  

8.2 Applying the Driver Framework to a Network of Objectives 

Figure 18 illustrates how a driver-based approach can be used to assess a distributed program. A driver 

framework is first established for the local objectives of each group within the network. In addition, a 

driver framework is also established for the end-to-end program objectives. In this way, risks to local 

objectives as well as risks to the end-to-end objectives are assessed, which provides a comprehensive 

risk profile for the distributed program. 
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Figure 18 Applying the Driver Framework to a Distributed Program 
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The assessment approach for a distributed program requires analysis of the following three classes of 

risk: 

1. risk to local objectives 

2. inherited and imposed risk  

3. emergent risk  

First, the risks to each group’s key objectives are assessed. This view identifies local risks that might 

affect the performance of each individual group. The second perspective examines how local risks can 

propagate throughout the distributed program. Each group in a distributed program imposes some de-

gree of risk on downstream activities. The amount of risk imposed generally depends on two factors: (1) 

how much risk is inherited from upstream activities and (2) the amount of risk generated locally. Risk is 

also then imposed on the downstream activity. Risk thus flows in unison with work products as they 

move throughout a distributed program; it is amplified or dampened at any particular point in the 

workflow based on conditions at that location. By analyzing inherited and imposed risk, you can deter-

mine how risk cascades throughout a distributed program.  

Finally, the driver framework for the end-to-end program enables analysis of risks caused by emergent 

properties and overarching program conditions. An emergent property is a characteristic of a system 

that is derived from the interaction of its parts and that is not observable or inherent in the parts when 

considered separately. Some risks arise from the emergent properties of a distributed program. These 

particular risks, called emergent risks, are particularly problematic because they are not easily observed 

from the vantage points of participating groups. As a result, emergent risks are most often neither identi-

fied nor effectively managed using tactical risk management approaches. Our research has demonstrated 

that systemic approaches, when applied across a network of objectives as describe above, enable identi-

fication of emergent risks.  
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9 Summary and Future Directions 

Our research for the past three years has been focused on developing risk assessments designed for the 

unique requirements of distributed management environments. During this time, we piloted our assess-

ments in two main areas: (1) distributed software acquisition and development programs and (2) distri-

buted cyber-security incident management processes.
18

 A key part of our research and development ac-

tivities has been the development of an approach for assessing risk from a systemic point of view. The 

focal point of that work is the framework for categorizing program drivers.  

Distributed environments typically comprise a network of highly complex components that are linked 

together. During our research, we came to the conclusion that traditional, tactical approaches for assess-

ing and managing risks were unable to handle the complex risks inherent in these environments. The 

nonlinear, interrelated characteristics of distributed environments led us to explore the merits of system-

ic approaches for assessing risk in these complex settings. In contrast to the bottom-up analyses em-

ployed in tactical risk management, systemic approaches incorporate top-down, system-oriented analys-

es. Through our piloting of Mosaic assessments, we found systemic approaches to be better suited for 

assessing and managing risk in distributed environments. 

The centerpiece of the Mosaic approach is the driver framework. As used in this context, a driver is de-

fined as a factor that has a strong influence on the eventual outcome or result. Drivers are important 

because they define a small set of factors that a manager can use to determine whether or not a program 

is on track to achieve its key objectives. We developed the driver framework as a common structure for 

classifying the set of drivers that are used to assess a program’s current state. The driver framework 

comprises six basic categories of drivers: (1) objectives, (2) preparation, (3) environment, (4) execution, 

(5) resilience, and (6) result. The main rule when compiling a set of drivers is to make sure you include 

at least one driver from each of the six driver categories in the set.  

Assessing drivers from all categories helps to ensure an adequate breadth of data collection. Once driver 

values have been established, you can employ several types of follow-on analyses. In our research activ-

ities, we have used in the following back-end analysis approaches: (1) gap analysis, (2) risk analysis, (3) 

mission success analysis, (4) mission assurance analysis, and (5) integrated risk and opportunity analy-

sis. In this report, we have focused primarily on risk analysis. 

9.1 Distributed Management Environments 

We have successfully applied systemic approaches for assessing risk to distributed environments, where 

management control of a program, process, or technology is shared by multiple people from different 

organizations. We evaluated a government organization’s acquisition of an enterprise-wide business 

application using our assessment methods.
19

 This pilot comprised four distinct organizations, all of 

which were in different geographic locations. At the conclusion of the assessment, we were able to pro-

 
18

  See Preview of the Mission Assurance Analysis Protocol (MAAP): Assessing Risk and Opportunity in Complex Envi-

ronments [Alberts 2008] for a more detailed discussion of the MAAP, which is a method for assessing risk and oppor-

tunity in distributed programs. 

19
  See the Lessons Learned Applying the Mission Diagnostic [Dorofee 2007] technical note. 



 

35 | CMU/SEI-2009-TR-007 

vide managers with a comprehensive profile of the program’s risks. The risk profile included a broad 

range of risks and featured several risks that were not previously identified.  

We also used Mosaic assessment methods to evaluate a government organization’s cyber security inci-

dent management process, which included three distinct points of management control and three geo-

graphic locations. At the conclusion of the assessment, senior managers from the government organiza-

tion understood exactly how well events and incidents were managed. In this pilot, we analyzed risks 

for a variety of operational circumstances, providing a snapshot of the process’ likely performance dur-

ing expected and stressed conditions. Similar to our assessment of the government organization’s acqui-

sition of an enterprise-wide business application, our assessment of the incident management process 

identified several high-priority risks that were previously not known to decision makers.  

9.2 Future Directions 

This technical report provides a brief summary of key results from our research and development activi-

ties from the past three years. While this research has already provided many tangible results, we be-

lieve many additional research avenues should be explored. Foremost, we intend to continue to refine, 

pilot, and transition our work in systemic risk management. Candidate areas for future applications of 

our methods include 

• software assurance 

• supply chain management 

• critical infrastructures 

Finally, the complexity of programs, processes, and technologies continues to grow. With this increas-

ing complexity comes new, even more subtle, forms of risk. Many of these increasingly complex risks 

will be too nuanced for our current assessment methods to detect. For this reason, we believe that mod-

eling and simulation of risk in complex environments is a research area that would be important to in-

vestigate further. Despite the considerable progress we have made in the past three years, we view the 

work documented in this technical report as a starting point for extending the discipline of risk man-

agement rather than as a completed body of research. 
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Appendix A Starter Set of Drivers 

This appendix provides a questionnaire for analyzing the starter set of drivers. To analyze the set of 

drivers, you must complete the following two steps. 

1. Answer each question in the survey by checking the most appropriate box. Each question requires 

a yes/no answer. The following table defines the range of possible answers for each question:   

 

Answer Definition 

Yes The answer is almost certainly “yes.” Almost no uncertainty exists. There is little or no 

probability that the answer could be “no.” 

(~ > 95% probability of yes)   

Likely Yes The answer is most likely “yes.” There is some chance that the answer could be “no.”  

(~ 75% probability of yes)  

Equally Likely The answer is just as likely to be “yes” or “no.”  

(~ 50% probability of yes)  

Likely No The answer is most likely “no.” There is some chance that the answer could be “yes.” 

(~ 25% probability of yes)  

No  The answer is almost certainly “no.” Almost no uncertainty exists. There is little or no 

probability that the answer could be “yes.” 

(~ < 5% probability of yes) 

Don’t Know More information is needed to evaluate the driver. 

 

2. After you answer each question, document the rationale for your answer in the space provided. 

Include the following in your rationale when possible:  

− positive conditions that support an answer of yes 

− negative conditions that support an answer of no 

− potential events with positive consequences that support an answer of yes 

− potential events with negative consequences that support an answer of no
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Driver Questionnaire 

Question 

Answer 

Rationale 
No 

Likely 
No 

Equally 
Likely 

Likely 
Yes 

Yes 
Don’t 
Know 

1. Are program objectives (product, cost, 
schedule) realistic and achievable? 

 

Consider: alignment of technical, cost, and 
schedule objectives; inherent technical risk; 
technology maturity; resources available 

�  �  �  �  �  �   

2. Is the plan for developing and deploying 
the system sufficient? 

 

Consider: acquisition or development 
strategy; program plan; resources; funding; 
schedule; roles and responsibilities 

�  �  �  �  �  �   

3. Is the process being used to develop 
and deploy the system sufficient? 

 

Consider: process design; measurements 
and controls; process efficiency and 
effectiveness; acquisition and development 
life cycles; training 

�  �  �  �  �  �   

4. Are tasks and activities performed 
effectively and efficiently? 

 

Consider: experience and expertise of 
management and staff; staffing levels; 
experience with the acquisition and 
development life cycles 

�  �  �  �  �  �   
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Driver Questionnaire (cont’d) 

Question 

Answer 

Rationale 
No 

Likely 
No 

Equally 
Likely 

Likely 
Yes 

Yes 
Don’t 
Know 

5. Are activities within each team and 
across teams coordinated 
appropriately? 

 

Consider: communication; information 
sharing; dependencies; relationships; 
partners and collaborators 

�  �  �  �  �  �   

6. Will work products from suppliers, 
partners, or collaborators meet the 
program’s quality and timeliness 
requirements? 

 

Consider: applications; software; systems or 
sub-systems; hardware 

�  �  �  �  �  �   

7. Is the program’s information managed 
appropriately? 

 

Consider: usability; confidentiality; integrity; 
availability 

�  �  �  �  �  �   

8. Does the program team have the tools 
and technologies it needs to develop the 
system and transition it to operations? 

 

Consider: software applications; 
infrastructure; systems; databases 

�  �  �  �  �  �   
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Driver Questionnaire (cont’d) 

Question 

Answer 

Rationale 
No 

Likely 
No 

Equally 
Likely 

Likely 
Yes 

Yes 
Don’t 
Know 

9. Are facilities and equipment sufficient to 
support the program? 

 

Consider: building; physical work spaces; 
support equipment; supplies; other 
resources 

�  �  �  �  �  �   

10. Are enterprise, organizational, and 
political conditions facilitating 
completion of program activities? 

 

Consider: stakeholder sponsorship; actions 
of upper management; effect of laws, 
regulations, and policies 

�  �  �  �  �  �   

11. Does the program comply with all 
relevant policies, laws, and regulations? 

 

Consider: policies; laws; regulations; 
standards of care 

�  �  �  �  �  �   

12. Does the program have sufficient 
capacity and capability to identify and 
manage potential events and changing 
circumstances? 

 

Consider: risk management plan, process, 
and tools; schedule slack; funding reserve; 
risk mitigation plans; program continuity and  
contingency plans; opportunity 
management plan, process, and tools 

�  �  �  �  �  �   
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Driver Questionnaire (cont’d) 

Question 

Answer 

Rationale 
No 

Likely 
No 

Equally 
Likely 

Likely 
Yes 

Yes 
Don’t 
Know 

13. Are system requirements well 
understood? 

 

Consider: customer, user, and stakeholder 
requirements and needs; functional and 
non-functional requirements; operational 
requirements; system growth and 
expansion needs; technology maturity 

�  �  �  �  �  �   

14. Are the design and architecture 
sufficient to meet system requirements 
and provide the desired operational 
capability? 

 

Consider: interfaces; dependencies; 
software and system architecture; 
operational requirements; technology 
maturity 

�  �  �  �  �  �   

15. Will the system satisfactorily meet its 
requirements? 

 

Consider: functional; performance; 
operational; reliability; security; safety; 
usability; maintainability; technology 
maturity 

�  �  �  �  �  �   

16. Will the system sufficiently integrate and 
interoperate with other systems when 
deployed? 

 

Consider: interfaces, applications, tools, 
hardware, data; technology maturity 

�  �  �  �  �  �   
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Driver Questionnaire (cont’d) 

Question 

Answer 

Rationale 
No 

Likely 
No 

Equally 
Likely 

Likely 
Yes 

Yes 
Don’t 
Know 

17. Will the system effectively support 
operations? 

 

Consider: business and operational 
workflows; support of organizational and 
enterprise missions; operational risk 
mitigation; disaster recovery, contingency 
and business continuity plans; technology 
maturity 

�  �  �  �  �  �   

18. Have barriers to customer/user adoption 
of the system been managed 
appropriately? 

 

Consider: user acceptance; stakeholder 
sponsorship; transition to operations; user 
support 

�  �  �  �  �  �   

19. Will people be prepared to operate, use, 
and maintain the system? 

 

Consider: policies; procedures; training 

�  �  �  �  �  �   

20. Will the system be appropriately 
certified and accredited for operational 
use? 

 

Consider: compliance with policies, laws, 
and regulations; acceptable mitigation of 
risk 

�  �  �  �  �  �   
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Appendix B Glossary 

Term Definition 

category A driver attribute; category classification or group (from a standard set of 

six) to which a driver can belong. 

consequence The loss that will occur when a threat is realized; one of the two compo-

nents of risk 

distributed management  

environment 
A program, process, or technology situation where management control is 

shared by multiple people from different organizations. 

Also, distributed environment, multi-enterprise environment. 

distributed program A program where management control is shared by multiple people from 

different organizations; a type of distributed management environment. 

driver A factor that has a strong influence on the eventual outcome or result, 

that is, on whether or not key objectives will be achieved; comprises four 

attributes, name, success state, failure state, category. 

driver analysis A method used to determine how each driver is influencing key objec-

tives.  

driver attributes The four main features of a driver. 

driver framework A common structure for classifying a set of drivers that influence a pro-

gram’s outcome; comprised of six categories 

Also, OPEERR (pronounced oh-peer) framework. 

See driver framework categories. 

driver framework categories The classifications of the driver framework—objectives, preparation, ex-

ecution, environment, resilience, result.  

Also, categories, framework categories. 

driver identification A method used to translate key objectives into drivers. 

See key objective, driver. 

driver profile A snapshot, or summary, of all drivers relevant to a program. 

driver value criteria A set of criteria used to support driver analysis; provides a definition of 

applicable responses to a driver question, and translates each response 

into the probability that the driver is in its success state as well as the 

probability that it is in its failure state. 

execution A driver framework category; drivers in this category focus on assem-

bling, organizing, and overseeing the assets required to bring that plan to 

life (how tasks and activities are managed and performed). 

environment A driver framework category; drivers in this category focus on how the 

broader environment affects program performance (how environmental 

conditions, inherited constraints affect work tasks). 

failure state A driver attribute; a situation where a driver exerts a negative influence on 

the outcome. 
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gap analysis An analysis method; can be used in conjunction with driver analysis to 

examine the difference between current and desired states of each driver. 

impact A measure of the loss that will occur if a threat is realized. 

integrated risk and  

opportunity analysis 
An analysis method; can be used in conjunction with driver analysis to 

examine the risks and opportunities inherent in a situation and help strike 

an appropriate balance between the two. 

issue A loss that has occurred or is certain to occur. 

key objective A vital outcome intended to be achieved in the future; it provides a 

benchmark against which success will be judged. 

leading indicator A factor that provides insight into future performance. 

mission opportunity A circumstance that has the potential to provide a gain from the business 

or mission perspective 

mission risk A measure of potential loss in relation to key objectives; the risk produced 

by each driver. 

Also, systemic risk 

mission assurance analysis An analysis method; can be used in conjunction with driver analysis to 

establish a measure of mission assurance for each driver based on risk 

and uncertainty. 

mission success analysis An analysis method; can be used in conjunction with driver analysis to 

determine, using scenarios, the probability of successfully achieving each 

key objective. 

name A driver attribute; a concise label that describes the basic nature of the 

driver. 

objective A desired result or outcome that is being pursued. 

objectives A driver framework category; drivers in this category are focused on the 

purpose and scope of a program, for example: 

• a desired result or outcome that is being pursued  

• a set of objectives defines the mission being pursued by a program 

opportunity The likelihood of realizing a gain resulting from an allocation (or realloca-

tion) of resources. 

preparation A driver framework category; drivers in this category focus on the 

processes and plans required to achieve objectives (the roadmap for 

achieving a picture of success). 

probability A measure of the likelihood that a threat will occur. 

program A collection of interrelated work tasks or activities that achieves a specific 

result. 

resilience A driver framework category; drivers in this category focus on the ability 

to effectively manage potential events and changing circumstances. 

result A driver framework category; drivers in this category focus the correct-

ness and completeness of the product being developed or the service 

being provided.  
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risk The likelihood of suffering loss; a measure of the likelihood that a threat 

will lead to a loss coupled with the magnitude of the loss. 

risk analysis An analysis method; can be used in conjunction with driver analysis to 

examine the potential loss produced by each driver in relation to the pro-

gram’s key objectives.  

risk exposure A measure of the magnitude of a risk based on current values of probabil-

ity and impact. 

risk profile A snapshot, or summary, of all risks relevant to a program at a specific 

point in time. 

success state A driver attribute; a situation where a driver exerts a positive influence on 

the outcome. 

systemic risk A measure of potential loss in relation to key objectives; the risk produced 

by each driver. 

systemic risk management An approach for managing systemic risk; assumes a holistic view of risk 

to objectives by examining the aggregate effects of multiple conditions 

and potential events on a program’s key objectives. 

tactical opportunity A circumstance that has the potential to improve program performance; it 

does not necessarily translate to a gain from the business or mission 

perspective 

tactical risk A measure of the likelihood that an individual potential event will lead to a 

loss coupled with the magnitude of the loss. 

tactical risk management An approach for managing tactical risks; views a threat as a potential 

event that might or might not occur and is focused on the direct conse-

quences of that threat. 

threat A circumstance with the potential to produce loss. 
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