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Executive Summary 

This guide is designed to help business leaders implement an effective program to govern 
information technology (IT) and information security. Our objective is to help you make well-
informed decisions about many important components of GES such as adjusting organizational 
structure, designating roles and responsibilities, allocating resources (including security 
investments), managing risks, measuring results, and gauging the adequacy of security audits and 
reviews. The intent in elevating security to a governance-level concern is to foster attentive, 
security-conscious leaders who are better positioned to protect an organization’s digital assets, its 
operations, its market position, and its reputation. 

Be forewarned - security is a relatively new area of governance for most organizations. It can be 
complicated for newcomers to IT and information security. Although the U.S. government has 
encouraged executives to take a more active role, many still do not understand that security 
requires action at the governance level. Based on organizations’ growing dependence on IT and 
IT-based controls, information and IT security risks increasingly contribute to operational and 
reputational risk. Leaders must understand the legal, technical, managerial, and operational 
considerations that converge in an enterprise security program (ESP). Reading short executive 
summaries will not suffice. As with audit and compliance responsibilities, boards and senior 
officers need to thoroughly understand effective enterprise security governance and how to bring 
it about. For instance, beyond comprehending organizational structure, roles, and responsibilities, 
leaders need to understand the more detailed responsibilities and tasks required to develop and 
operate a sustainable security program. Tackling GES is complex, and requires learning 
information and gaining knowledge that is missing in many organizations today. 

The GES Implementation Guide provides such guidance by providing a roadmap that describes 
actions, roles and responsibilities, and documented outcomes that occur at each step in the 
roadmap. The materials move from a general introduction and overview to a detailed explanation 
of how to implement a governance-based ESP. They include:  

• Chapter 1: “Characteristics of Effective Security Governance” 

• Chapter 2: “Defining an Effective Enterprise Security Program” 

• Chapter 3: “Enterprise Security Governance Activities” 

• Governance artifact descriptions in appendices for the following:  

− Board risk committee mission, goals, and objectives (Appendix A) 
− Cross-functional security team mission, goals, objectives, and members (Appendix B) 
− Roles and responsibilities (Appendix C)  

Chapter 1 presents eleven characteristics that answer the question “How would I know effective 
security governance if I saw it?” It compares and contrasts both effective and ineffective security 
governance actions and describes ten key challenges that leaders need to anticipate and address. 
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Chapter 2 defines the components and sequence of activities in an effective ESP. It is important 
that senior leaders understand the order and results of needed activities. They also should 
understand the roles and responsibilities of personnel involved in executing these activities. 
Sample activities include developing top-level policies, creating and maintaining asset 
inventories, and determining security inputs to the enterprise risk management plan.  

Chapter 3 elaborates on the governance-based activities necessary to achieve and sustain an ESP. 
It describes the roles of the board risk committee and senior management (C-level or equivalent). 

These chapters build upon and extend earlier work: Governing for Enterprise Security [Allen 05], 
Roadmap to an Enterprise Security Program [Westby 05], and International Guide to Cyber 
Security [Westby 04b]. This guide assumes that leaders are on the path to implementing a 
governance- and enterprise-based approach to security for their organizations. 
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Abstract 

Governing for enterprise security means viewing adequate security as a non-negotiable 
requirement of being in business. If an organization’s management does not establish and 
reinforce the business need for effective enterprise security, the organization’s desired state of 
security will not be articulated, achieved, or sustained. To achieve a sustainable capability, 
organizations must make enterprise security the responsibility of leaders at a governance level, 
not of other organizational roles that lack the authority, accountability, and resources to act and 
enforce compliance. 

This implementation guide builds upon prior publications by providing prescriptive guidance for 
creating and sustaining an enterprise security governance program. It is geared for senior leaders, 
including those who serve on boards of directors or the equivalent. Throughout the 
implementation guide, we describe the elements of an enterprise security program (ESP) and 
suggest how leaders can oversee, direct, and control it, and thereby exercise appropriate 
governance. 

Elevating security to a governance-level concern fosters attentive, security-conscious leaders who 
are better positioned to protect an organization’s digital assets, operations, market position, and 
reputation. This document presents a roadmap and practical guidance that will help business 
leaders implement an effective security governance program. 
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1 Governing for Enterprise Security (GES) 

Senior leadership’s fundamental commitment to information security is the most important aspect of effectively 
managing the security risk to an organization’s digital assets. This requires internalizing security as an 
essential mission need, equivalent to core business operational functions.  

The responsibility of boards and officers to protect an organization’s digital assets is more than a good idea. It 
flows from both case law regarding the fiduciary duty of care owed by officers and directors to shareholders, 
and also flows from legal compliance requirements associated with laws, regulations, treaties, and other legal 
instruments requiring security or “reasonable care” in protecting data.  

Legal compliance requirements originate in domestic and international law. Numerous federal and state laws 
require protections for various types of data, the most commonly known being financial and medical/health 
information due to the visibility afforded the Health Insurance Portability and Accountability Act (HIPAA) 
and the Gramm-Leach-Bliley Act (GLBA) [Westby 04a]. In addition to GLBA and HIPAA, other U.S. 
regulations require security of information, such as Internal Revenue Service regulations pertaining to 
electronic tax records and certain Securities and Exchange Commission (SEC) and Food and Drug 
Administration regulations. Both federal and state electronic transaction laws also require security for the 
storage of electronic transaction records [Smedinghoff 06].  

Other laws impose governance requirements on specific public and private sector systems. Sarbanes-Oxley, for 
example, requires public companies to implement internal controls to ensure the integrity of financial data. The 
Federal Information Security Management Act (FISMA) mandates the development and sustainment of an 
ESP that is consistent with certain National Institute of Standards and Technology (NIST) standards and 
guidance. FISMA applies to all federal agencies and departments and contractors operating government 
systems or maintaining, processing, or storing government data [Westby 04a]. 

Within the past year, several laws have been enacted that focus on the failure to adequately protect data. For 
example, security breach notification laws impose a compliance requirement on organizations to notify 
individuals in the event of a breach of their personal information. Compliance is, therefore, dependent upon 
knowing whether a breach has occurred and the nature of the incident. Some recently enacted state and federal 
laws are also imposing security requirements on the destruction of data [Smedinghoff 06].   

Case law is helping drive governance over information security. Generally, ESP governance activities flow 
from the fiduciary duty of care owed by board members and officers to 

• govern the operations of the organization and protect its critical assets 

• protect the organization’s market share and stock price 

• govern the conduct of employees 

• protect the reputation of the organization  

• ensure compliance requirements are met 

The majority of U.S. jurisdictions follow the business judgment rule that the standard of care is that which a 
reasonably prudent director of a similar corporation would have used. This rule has, in the past, generously 
protected officers and directors from liability for their decisions. 
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The 1996 shareholder suit, Caremark International Inc. Derivative Litigation, raised the notion that 
shareholders may have a claim against officers and directors for losses arising from the failure to ensure that 
the organization’s information and reporting systems were providing timely and accurate compliance and 
business performance information [Westby 04a].  

More recent cases have developed that theme a bit more. In early 2005, in Bell v. Michigan Council, the 
Michigan court of appeals affirmed a $275,000 verdict against a union whose members had their identities 
stolen after documents containing their personal information were stolen from a union official’s home. The 
court agreed that the union had breached its duty to protect the data under Michigan’s Social Security Number 
Act. In a February 2006 case, however, the court was more reluctant to find such a duty of care. In Guin v. 
Brazos Higher Education Service Corp. Inc., the court viewed the duty of care owed to personal information 
under GLBA as less than absolute and as more of a “process.” In Guin, a student sued after a student loan 
officer took his laptop home and it was stolen. The laptop contained Guin’s sensitive, unencrypted personal 
information.  

The student argued that, pursuant to GLBA, the company had a duty of care to protect his information and had 
breached this duty because the information was not encrypted. The Michigan district court rejected that 
argument and ruled that the GLBA does not require any specific security measure, such as encryption; the Act 
only requires reasonable security measures, which were met by the defendant organization’s enterprise security 
program. The court reasoned that since the company’s program followed the ESP approach required by the 
GLBA Safeguard Rule, it, therefore, had the proper “process” in place and had not breached its duty to protect 
the information even though it was disclosed [Smedinghoff 06].  

The GLBA Safeguard Rule, HIPAA, and Federal Trade Commission (FTC) consent decrees involving privacy 
and security enforcement actions, all require what has become known as the “FTC 4-Part Program.” 
Essentially, this requires the following: 

1. Designating appropriate personnel to oversee the privacy and security program 

2. Identifying reasonably foreseeable internal and external risks to availability, confidentiality, and integrity of 
information 

3. Conducting an annual written review by qualified persons 

4. Adjusting the program to fit findings from reviews, monitoring, and operational changes  

From the international perspective, both the Council of Europe (CoE) Convention1 on Cybercrime 
(Cybercrime Convention) and the European Union’s (EU) Council Framework Decision on attacks against 
information systems specify administrative, civil, and criminal penalties for cybercrimes that were made 
possible due to the lack of supervision or control by someone in a senior management position, such as an 
officer or director [Westby 04a]. The Cybercrime Convention continues to gain signatories and additional 
ratifications, with the U. S. ratification of the treaty being one of the most recent.  

In addition, there are market reasons for governance over the security of digital assets. Years ago, a clear 
correlation was established between drops in stock price and distributed denial of service attacks on corporate 
systems [Acuff 00]. The Council on Competitiveness has launched a Resiliency Project to examine an 
organization’s ability to avoid, deter, protect, respond, and adapt to market, technology and operational 
disruptions. A 2006 white paper notes that “resilience in the face of increasing risk is becoming a linchpin of 
 
1  http://www.usdoj.gov/criminal/cybercrime/COEFAQs.htm 

http://www.usdoj.gov/criminal/cybercrime/COEFAQs.htm
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profitability, shareholder value and competitiveness” [COC 06b]. The Council links resiliency to security by 
noting in a recent study on system resilience that “[Financial sector] firms with high security levels are likely 
to have better bond ratings and lower insurance costs” [COC 06a]. 

The focus on sustainability and corporate responsibility are also pushing the governance envelope. Two 
“landscape-altering” trends for boards noted by a senior corporate governance executive include the following: 

• Sustainability and corporate social responsibility, formerly relegated to gadflies and social interest 
groups, will be recognized as key corporate governance responsibilities for which directors should be 
held accountable.  

• Organizations will come to recognize that corporate governance is not just a matter of regulatory 
compliance and accountability but a strategic means to lower the cost of capital, reduce risk, create value, 
and strengthen the long-term performance of the corporate enterprise [Wilcox 06]. 

1.1 GOVERNING FOR ENTERPRISE SECURITY DEFINITIONS 

This chapter (and subsequent chapters) builds upon established definitions of enterprise governance and IT 
governance. It then extends and interprets these to explain governance of enterprise security programs (ESP) 
that protect digital2 assets and business operations.  

A well-accepted definition of enterprise governance as set forth by the International Federation of Accountants 
(IFAC) and the Information Systems Audit and Control Association (ISACA) is as follows: 

Enterprise governance is the set of responsibilities and practices exercised by the board and executive 
management with the goal of providing strategic direction, ensuring that objectives are achieved, 
ascertaining that risks are managed appropriately and verifying that the organization’s resources are 
used responsibly [IFAC 04]. 

The Business Roundtable has determined that effective enterprise governance includes [BRT 05]: 

• setting the culture and managerial tone for the conduct of the entity being governed 

• specifying a framework for decision making, accountability, and integrity, including assigned roles and 
responsibilities and codes of conduct 

• determining a clear, strategic direction for the organization with defined goals  

• directing, controlling, and strongly influencing the entity to achieve stated expectations 

• producing financial statements that accurately present the conditions and results of operations and making 
timely disclosures 

• aligning risk management with strategy and ensuring compliance 

• conducting effective due diligence and audits of operations and managerial practices 

• assuring that decisions are implemented as intended through effective controls, metrics, and enforcement 
policies 

• making governance systemic throughout the organization 
 

 
2  This guide does not specifically address the security or protection of physical assets such as facilities, equipment, and informa-

tion in physical form, although many of the guidelines are applicable for these types of assets. 
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Governance extends to the management of an organization’s use of IT. The IT Governance Institute declares 
that [ITGI 03]: 

IT governance is the responsibility of the board of directors and executive management. It is an integral 
part of enterprise governance and consists of the leadership and organizational structures and processes 
that ensure that the organization’s IT sustains and extends the organization’s strategies and objectives.  

Enterprise governance and IT governance increasingly encompass the security of IT systems and information. 
Members of the American Society for Industrial Security (ASIS), the Information Systems Security 
Association (ISSA), and ISACA (with Booz Allen Hamilton) examined the convergence of security risks and 
the business operations. In their report, Convergence of Enterprise Security Organizations, they adopt the 
ASIS description of this convergence [AESRM 05]:  

[T]he identification of security risks and interdependencies between business functions and processes 
within the enterprise and the development of managed business process solutions to address those risks 
and interdependencies. 

Governing for enterprise security is defined as [Allen 05]: 

• directing and controlling an organization to establish and sustain a culture of security in the 
organization’s conduct (beliefs, behaviors, capabilities, and actions)  

• treating adequate security as a non-negotiable requirement of being in business  

In its publication, Information Security Handbook: A Guide for Managers [Bowen 06], the U.S. National 
Institute of Standards and Technology (NIST) expands this definition for information security governance as 
follows: 

. . . the process of establishing and maintaining a framework and supporting management structure and 
processes to provide assurance that information security strategies 

• are aligned with and support business objectives 

• are consistent with applicable laws and regulations through adherence to policies and internal 
controls  

• provide assignment of responsibility 

all in an effort to manage risk. 

Governance and management of security are most effective when they are systemic — woven into the very 
culture and fabric of organizational behaviors and actions. In this regard, culture is defined as the predominant, 
shared attitudes, values, goals, behaviors, and practices that characterize the functioning of a group or 
organization. Culture thereby creates and sustains connections among policies, processes, people, and 
performance. Effective security should be thought of as an attribute or characteristic of an organization. It 
becomes evident when everyone proactively carries out their roles and responsibilities, creating a culture of 
security that displaces ignorance and apathy. 

To this end, security must come off the technical sidelines as activities and responsibilities solely relegated to 
software development and IT departments. Today, boards of directors, senior executives, and managers all 
must work to establish and reinforce a relentless, ongoing drive toward effective enterprise security. If the 
responsibility for enterprise security is assigned to roles that lack the authority, accountability, and resources to 
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implement and enforce it – and which do not have organizational connection points horizontally and vertically 
throughout the organization – the desired level of security will not be articulated, achieved, or sustained.  

Contrary to the popular belief that security is a technical issue, even the best efforts to buy software-based 
security solutions and build security into developed software and operational systems encounter “considerable 
resistance because the problem is mostly organizational and cultural, not technical” [Steven 06]. Effective 
security in today’s interconnected environment requires integrating legal, managerial, operational, and 
technical considerations. 

This shift in perspective elevates security from a standalone, technical concern to an enterprise issue. Because 
security is now a business problem,3 the organization must activate, coordinate, deploy, and direct many of its 
core resources and competencies so security risks are managed and aligned with the entity’s strategic goals, 
operational criteria, compliance requirements, and technical system architecture. To sustain enterprise security, 
the organization must move toward a security management process that is strategic, systematic, and repeatable, 
with efficient use of resources and effective, consistent achievement of goals [Caralli 04]. Such a process 
needs to account for the fact that policies, procedures, and technologies are dynamic. 

This chapter describes ways to determine if security is being effectively addressed as a governance concern. It 
compares and contrasts effective with ineffective practices, and it describes some of the challenges that need to 
be met to ensure a successful security program. 

1.2 ELEVEN CHARACTERISTICS OF EFFECTIVE SECURITY GOVERNANCE 

One of the best measures that an organization is addressing security as both a governance and management 
concern is that leaders regularly promulgate a set of beliefs, behaviors, capabilities, and actions that are 
consistent with security best practices and standards. These measures aid in building a security-conscious 
culture. They can be expressed as statements about the organization’s current behavior and condition as 
follows: 

1.2.1 An Enterprise-Wide Issue  

Security is managed as an enterprise issue, horizontally, vertically, and cross-functionally throughout the 
organization. The scope of an Enterprise Security Program (ESP) as described here includes people, products, 
plants, processes, policies, procedures, systems, technologies, networks, and information (P6STNI) [Westby 
05].  

1.2.2 Leaders are Accountable 

Executive leaders understand their accountability and responsibility with respect to security for the 
organization, for their stakeholders, for the communities they serve (including the internet community), and for 
the protection of critical national infrastructures as well as economic and national security interests.  

Senior leaders visibly engage in the management and oversight of the enterprise security program and support 
this work with adequate financial resources, effective management, risk-based policies, and annual reviews 
and audits. Business executives accept responsibility and ownership for the security risks associated with their 
digital assets (systems, networks, applications, information). 
 

 
3  See also “Governing for Enterprise Security” [Allen 05] and “Security Is Not Just a Technical Issue” [Allen 06b]. 
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1.2.3 Viewed as a Business Requirement 

Security is viewed as a business requirement that directly aligns with strategic goals, enterprise objectives, risk 
management plans, compliance requirements, and top-level policies. Managers across the enterprise 
understand how security serves as a business enabler. “Implementation of an effective security program is 
ultimately a matter of enlightened organizational self-interest” [BSA 03]. 

Security is considered as a cost of doing business and an investment rather than an expense or a discretionary 
budget-line item. Security policy is set at the top of the organization and business units and staff are not 
allowed to decide unilaterally how much security they want.\ 

This said, appropriate policy exception processes allow the business to continue, while ensuring that leaders 
have adequate oversight. Adequate and sustained funding and allocation of adequate security resources are a 
given. 

1.2.4 Risk-Based  

Determining how much security is enough is based upon the risk exposure an organization is willing to 
tolerate, including compliance and liability risks, operational disruptions, reputational harm, and financial loss.  

Exposure to reasonably foreseeable internal and external risks is examined and tolerance4 levels are reset if 
necessary, as part of the normal process of reviewing organizational performance and risks. 

1.2.5 Roles, Responsibilities, and Segregation of Duties Defined 

Qualified personnel are assigned to leadership positions – Chief Information Officer (CIO), Chief Information 
Security Officer (CISO) and/or Chief Security Officer (CSO),5 Chief Risk Officer (CRO), and Chief Privacy 
Officer (CPO). Security roles and responsibilities for business leaders are denoted by separate lines of 
reporting and a clear delineation of responsibilities that take into account segregation of duties, accountability, 
and risk management. 

1.2.6 Addressed and Enforced in Policy 

Security requirements are implemented through well-articulated policies and procedures which are supported 
by people, procedural, and technical solutions including controls, training, monitoring, and enforcement. 
Rewards, recognition, and consequences with respect to security policy compliance are consistently applied 
and reinforced.  

 
4  Risk thresholds (and thus risk tolerance) are dependent on organizational context. Several sources suggest establishing these 

based on how tolerable the impact is if the risk is realized or cost/benefit analysis comparing the cost of mitigation to the benefit 
of mitigation. Where impacts cannot be tolerated disclosure of customer information, for example), the threshold or tolerance is 
low and mitigation is required regardless of cost. Where mitigation costs exceed impact, a risk may be deemed acceptable, and 
then monitored. 

5  Some organizations have both a CSO and chief information security officer (CISO), with a separation of duties between facili-
ties and personnel security, as well as between information security and information technology (IT) security. As organizations 
realize, however, that the security of their physical facilities, processes, and personnel is impacted by IT systems and devices, 
and vice versa, they are integrating the CISO and CSO responsibilities into either a consolidated CSO position or into the chief 
risk officer (CRO) role [ITCI 06]. As used here, the term CSO encompasses the CISO, although both roles could be subsumed 
by the CRO. Alternatively, if an organization has both a CSO and CRO, they both participate in the development and sustain-
ment of the ESP, with the CSO taking the lead in implementing the security requirements of the risk management plan, with 
oversight by the CRO. 
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1.2.7 Adequate Resources Committed 

Key personnel, including IT and security staff, have adequate resources, authority, and time to build and 
maintain core competencies in enterprise security. This includes the use of security experts, the deployment of 
technologies, and ongoing education regarding threats, vulnerabilities, and risks to business continuity. 

1.2.8 Staff Aware and Trained 

All personnel who have access to digital assets understand their daily responsibilities to protect and preserve 
the organization’s security posture. Awareness, motivation, and compliance are the accepted, expected cultural 
norm. Security awareness and targeted training are conducted routinely and consistently, and security 
responsibilities are reflected in job descriptions. 

1.2.9 A Development Life Cycle Requirement 

Security requirements are addressed throughout all system/software development life cycle phases including 
acquisition, initiation, requirements engineering, system architecture and design, development, testing, 
operations, maintenance, and retirement. 

1.2.10 Planned, Managed, Measurable, and Measured 

Security is considered an integral part of normal strategic, capital, and operational planning cycles. Security 
has achievable, measurable objectives that are integrated into strategic and operational plans, and implemented 
with effective controls and metrics. Reviews and audits of plans identify security weaknesses and deficiencies, 
requirements for the continuity of operations, and measure progress against plans of action and milestones 
(POAMs). 

Senior leaders measure this work against defined performance parameters. Managers view security as one of 
their responsibilities and understand that their team’s performance with respect to security is measured as part 
of their overall performance.  

Security is actively considered as part of any new project initiation, acquisition, or relationship, and as part of 
ongoing project management.  

1.2.11 Reviewed and Audited 

The board risk and audit committees conduct regular reviews and audits of the ESP. They ensure that all 
components of the program are maintained and that the ESP continues to sustain the desired state of security 
for the organization. 

1.3 EFFECTIVE VERSUS INEFFECTIVE SECURITY GOVERNANCE6 

Comparing and contrasting a set of behaviors and actions is useful to further illustrate effective versus 
ineffective security governance. Sometimes the absence of a quality, value, or cultural norm is a more 
revealing indicator than its presence. Table 1 presents such a comparison from different perspectives within an 
enterprise. 
 
 

 
6  This builds upon and modifies a similar presentation found in an article by Harris [Harris 06]. 
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Table 1: Effective versus Ineffective Security Governance 

Effective Ineffective or Absent 

Board members understand that information security is critical to 
the organization and demand to be updated quarterly on 
security performance and breaches. 

Board members do not understand that information security is in 
their realm of responsibility, and focus solely on corporate 
governance and profits. 

The board establishes a board risk committee (BRC) that 
understands security’s role in achieving compliance with 
applicable laws and regulations, and in mitigating organization 
risk. 

Security is addressed ad hoc, if at all. 

The BRC conducts regular reviews of the ESP. Reviews are conducted following a major incident, if at all. 

The board’s audit committee (BAC) ensures that annual internal 
and external audits of the security program are conducted and 
reported. 

The BAC defers to internal and external auditors on the need for 
reviews. There is no audit plan to guide this selection. 

The BRC and executive management team set an acceptable 
risk level. This is based on comprehensive and periodic risk 
assessments that take into account reasonably foreseeable 
internal and external security risks and magnitude of harm. 

The resulting risk management plan is aligned with the entity’s 
strategic goals, forming the basis for the company’s security 
policies and program. 

The CISO locates boilerplate security policies, inserts the 
organization’s name, and has the CEO sign them. 

 

If a documented security plan exists, it does not map to the 
organization’s risk management or strategic plan, and does not 
capture security requirements for systems and other digital 
assets. 

A cross-organizational security team comprised of senior 
management, general counsel, CFO, CIO, CSO and/or CRO, 
CPO, HR, internal communication/public relations, and 
procurement personnel meet regularly to discuss the 
effectiveness of the security program, new issues, and to 
coordinate the resolution of problems. 

CEO, CFO, general counsel, HR, procurement personnel, and 
business unit managers view information security as the 
responsibility of the CIO, CISO, and IT department and do not 
get involved. 

The CSO handles physical and personnel security and rarely 
interacts with the CISO.  

The general counsel rarely communicates particular compliance 
requirements or contractual security provisions to managers and 
technical staff, or communicates on an ad-hoc basis. 

The CSO/CRO reports to the COO or CEO of the organization 
with a clear delineation of responsibilities and rights separate 
from the CIO.  

Operational policies and procedures enforce segregation of 
duties (SOD) and provide checks and balances and audit trails 
against abuses. 

The CISO reports to the CIO. The CISO is responsible for all 
activities associated with system and information ownership. 

The CRO does not interact with the CISO or consider security to 
be a key risk for the organization. (See also footnote 5.) 

Risks (including security) inherent at critical steps and decision 
points throughout business processes are documented and 
regularly reviewed. 

Executive management holds business leaders responsible for 
carrying out risk management activities (including security) for 
their specific business units. 

Business leaders accept the risks for their systems and 
authorize or deny their operation. 

All security activity takes place within the security department, 
thus security works within a silo and is not integrated throughout 
the organization. 

 

 

Business leaders are not aware of the risks associated with their 
systems or take no responsibility for their security. 

Critical systems and digital assets are documented and have 
designated owners and defined security requirements. 

Systems and digital assets are not documented and not 
analyzed for potential security risks that can affect operations, 
productivity, and profitability. System and asset ownership are 
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Effective Ineffective or Absent 

not clearly established. 

There are documented policies and procedures for change 
management at both the operational and technical levels, with 
appropriate segregation of duties. 

 

There is zero tolerance7 for unauthorized changes with identified 
consequences if these are intentional. 

The change management process is absent or ineffective. It is 
not documented or controlled.           

 

The CIO (instead of the CISO) ensures that all necessary 
changes are made to security controls. In effect, SOD is absent.    

Employees are held accountable for complying with security 
policies and procedures. This includes reporting any malicious 
security breaches, intentional compromises, or suspected 
internal violations of policies and procedures. 

Policies and procedures are developed but no enforcement or 
accountability practices are envisioned or deployed. Monitoring 
of employees and checks on controls are not routinely 
performed. 

The ESP implements sound, proven security practices and 
standards necessary to support business operations. 

No or minimal security standards and sound practices are 
implemented. Using these is not viewed as a business 
imperative. 

Security products, tools, managed services, and consultants are 
purchased and deployed in a consistent and informed manner, 
using an established, documented process. 

 

They are periodically reviewed to ensure they continue to meet 
security requirements and are cost effective. 

Security products, tools, managed services, and consultants are 
purchased and deployed without any real research or 
performance metrics to be able to determine their ROI or 
effectiveness.  

 

The organization has a false sense of security because it is 
using products, tools, managed services, and consultants. 

The organization reviews its enterprise security program, 
security processes, and security’s role in business processes.  

The goal of the ESP is continuous improvement. 

The organization does not have an enterprise security program 
and does not analyze its security processes for improvement. 

The organization addresses security in an ad-hoc fashion, 
responding to the latest threat or attack, often repeating the 
same mistakes. 

Independent audits are conducted by the BAC. Independent 
reviews are conducted by the BRC. Results are discussed with 
leaders and the Board. Corrective actions are taken in a timely 
manner, and reviewed. 

Audits and reviews are conducted after major security incidents, 
if at all. 

Launching an enterprise security program and taking the governance actions necessary to sustain it requires 
tenacity and perseverance. Organizations may expect to encounter significant challenges along the way. Due to 
the enterprise nature of these programs, these challenges may occur at all levels of the organization and 
throughout all phases of the ESP. Understanding them and anticipating how to respond greatly facilitates the 
process as well as the effectiveness of the ESP.  

The good news is that challenges, once mastered, can become opportunities. Leaders who effectively address 
these challenges can create business opportunities by capitalizing on successful solutions and creating a trusted 
environment for customers, business partners, and employees. 

Challenges to consider often include 

• understanding the implications of ubiquitous access and distributed information 
 
7  Zero tolerance means that systems are regularly monitored for unauthorized changes. If discovered, such changes are imme-

diately investigated or backed out of operational configurations and a post mortem review is performed to ensure this does not 
recur. Refer to “Prioritizing IT Controls for Effective, Measurable Security” [Kim 06]. 
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• appreciating the enterprise-wide nature of the security problem  

• overcoming the lack of a game plan 

• establishing the proper organizational structure and segregation of duties 

• understanding complex global legal compliance requirements and liability risks 

• assessing security risks and the magnitude of harm to the organization 

• determining and justifying appropriate levels of resources and investment 

• dealing with the intangible nature of security  

• reconciling inconsistent deployment of security best practices and standards 

• overcoming difficulties in creating and sustaining a security-aware culture 

1.3.1 Ubiquitous Access, Distributed Information 

Many boards and executives do not understand the globally connected nature of the internet and how this 
facilitates access to information distributed throughout an organization and its partner and customer base. 
Risks and opportunities increasingly derive from who you are connected to (your systems and networks) and 
who is connected to you.  

Robert Metcalfe, the “father of the Ethernet,” has postulated that the value of the network increases at a square 
of the number of nodes on the net. It is likely that risk increases at an even higher exponent in the world we 
have today with the internet, where one may essentially reach all. Borders, assuming they exist at all, have 
been greatly extended whether intended or not. 

Today’s marketplace is driven by consumers who have ready and direct access to whomever they wish to 
transact business with around the world, and who have the option to change their choices with great ease for 
any reason. Sometimes the needs and requirements of the customer base are different from – or possibly even 
at odds with – the identified or stated needs and requirements of the business. This creates conflicts and 
security risks that are important to understand and mitigate.  

For example, the need to protect access to sensitive information using strong and multiple layers of 
authentication and access controls is a business requirement. The need to provide easy and fast access to such 
information to transact business may be a customer, partner, or supplier requirement.  

The tension between business and customer requirements is often reconciled under the presumption that both 
sides have gone through the process of identifying sensitive information and categorizing it according to a 
classification scheme to reach an accommodation in terms of levels of protection. Unfortunately, this is often 
not the case. 

1.3.2 Enterprise-Wide Nature of Security 

Security must support and protect business processes. Understanding the full breadth and reach of security 
requires education. Those responsible for security often find that it can be difficult to persuade senior leaders 
of the need to implement enterprise security in a systemic way. For most organizations and people, security, 
like insurance, can be an abstract concept, concerned with hypothetical events that may never occur.  

Security responsibilities are distributed throughout an organization, requiring cross-organizational interaction, 
cooperation, and execution. It cannot be contained or delegated to a specific function or department within an 
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organization or treated as solely a technical problem. Without a clear understanding of enterprise security, the 
people and processes that play an essential role may be easily missed. Many functions and departments within 
the organization need to interact to create and sustain an effective security solution that includes strategic, 
legal, technological, organizational, economic, and social considerations [Westby 05]. 

At the technical level, this includes making sure security is adequately addressed through the entire system 
development lifecycle, including phases involving requirements, design, and development or acquisition of 
software-based systems, rather than waiting until the system is deployed [Bowen 06].  

1.3.3 Lack of a Game Plan 

Leaders often do not know where or how to start. They lack a framework for action – how to set priorities, 
assign tasks, get started, and monitor implementation. There are now internationally-accepted approaches to 
enterprise security that can help organizations determine what should be done and who should do it. There is 
guidance, such as that offered within this series of chapters, that can help boards and executives better 
understand how to approach enterprise security. Without such an approach, leaders are unclear regarding how 
to assign responsibilities, allocate security funding, determine return on investment, and measure performance 
[BSA 03, Westby 04b]. 

1.3.4 Organizational Structure and Segregation of Duties 

Leaders have often allocated security responsibilities in an ad hoc manner, with many erroneously placing it 
within the realm of the chief information officer (CIO). If a chief information security officer (CISO) is 
appointed, often that role reports to the CIO, violating segregation of duties (SOD) principles. The CIO and 
CISO often have conflicting demands with regard to IT functionality and costs, and they may not be in a 
position to leverage the resources and authority necessary to address security issues across multiple business 
lines or divisions. Because little attention is usually given to this issue at the CEO or board level, information 
security efforts are frequently undercut by the wrong organizational structure [BSA 03, CGTF 04].  

Given the close alignment of operational IT and operational security concerns, some organizations may 
initially have the CISO reporting to the CIO. In this case, however, segregation of duties needs to be explicitly 
addressed to avoid conflicts of interest. This includes the possible allocation of resources to IT operational 
activities at the expense of security needs, and sending a message that security is not a high priority resulting in 
a weakened culture of security. 

1.3.5 Complex Global Legal Framework 

Enterprise security requirements can flow from a wide range of international, national, state, and local laws 
and regulations, as well as international standards, policies, and legal contracts. Increasingly, privacy and 
security requirements around the globe are conflicting or, at best, create multiple layers of differing 
requirements [Smedinghoff 06, Westby 04a]. “Organizations may be faced with the challenge of implementing 
different compliance measures” and having to monitor these measures to meet a range of reporting 
requirements [Bowen 06]. In addition, this regulatory landscape is always changing so security programs need 
to be reviewed and adjusted on a regular basis to ensure they meet current compliance requirements and keep 
potential liabilities in check. 

Understanding privacy and security requirements is further complicated by the difficulty in accommodating 
cross-border data flows and meeting compliance requirements of security breach notification and data retention 
laws. Additionally, vastly differing laws regarding cyber criminal activities create further complexities that 
must be woven into the ESP [Westby 03]. 
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1.3.6 Understanding Security Risks 

Security activities are often under-funded in proportion to the risk and magnitude of the harm that incidents 
could produce because the security responsibilities are not properly aligned with business operations and risks. 
Determining the right level of security is a business decision based on the outcomes of an effective risk 
assessment.  

Such an assessment includes an analysis of the foreseeable internal and external risks and the magnitude of 
harm associated with them. It is important that boards and executives draw on established guidance in 
assessing risks and understand the harm that could flow to their organization from them [Bowen 06, BSA 03, 
Stoneburner 02]. When effectively overcome, security risks can also represent opportunities that may preserve 
and enhance business value and create marketplace advantage.  

1.3.7 Cost/Benefit Not Easily Quantifiable 

Addressing security at the enterprise level is often hard to justify. Actions taken to secure an organization’s 
assets and processes are typically viewed as disaster-preventing rather than payoff-producing (like insurance), 
which makes it difficult to determine how best to justify investing in security, and to what level. 

The benefits of security investments are often seen only in events that do not happen. As it is impossible to 
prove a negative, what value does an organization place on cost avoidance?  

This difficulty has dogged not only security but also efforts to improve software quality, conduct proper 
testing, keep documentation up to date, maintain current configuration and hardware/software inventory 
records, and the like [Braithwaite 02]. Unlike insurance, where the causes of loss are essentially known or 
change very slowly, the nature of what is considered a security threat and the number and type of 
vulnerabilities affecting information and systems are constantly evolving and changing.  

That said, organizations such as the Congressional Research Service have documented useful guidance and 
statistics on losses associated with security events [Cashell 04].  

They state: 

Investigations into the stock price impact of cyber-attacks show that identified target firms suffer losses of 
one to five percent in the days after an attack. For the average New York Stock Exchange corporation, 
price drops of these magnitudes translate into shareholder losses of between $50 million and $200 
million. 

1.3.8 The Effects of Security Are Often Intangible 

While the tangible effects of a security incident can be measured (in terms of lost productivity and staff time to 
recover and restore systems), the intangible effects can be an order of magnitude larger. Intangible effects 
include the impact on an organization’s trust relationships, harm to its reputation, and loss of economic and 
societal confidence resulting from a publicly reported breach. 

In terms of its inherent nature, security is sometimes described as an emergent property of networks and the 
organizations they support. Given security’s many dimensions, the precise location where security is enacted 
cannot be readily identified. An organization’s security condition is often determined in the interaction and 
intersection of people, processes, and technology. As the organization and the underlying network 
infrastructure change in response to the evolving risk environment, so will the state of an entity’s security.  
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1.3.9 Inconsistent Deployment of Best Practices and Measures 

Many organizations do not approach security by deploying sound, commonly accepted practices; rather, they 
fix problems as they occur and try to keep up with the security risks that accompany change and growth. As a 
result, establishing an ESP can be an especially daunting task.  

Fortunately, there are several widely accepted security best practices and standards. The International 
Organization for Standardization (ISO) leads the way with ISO 17799 [ISO 05a] and ISO 27001 [ISO 05b]. 
The National Institute of Standards & Technology has published a series of world-class standards and 
information security guidance that is applicable to both public and private sector entities.  

Professional and technical associations have developed best practices that have been adopted globally by both 
industry and government. A good example is the Control Objectives for Information and related Technology 
(CobiT) framework, developed by the Information Systems and Audit Control Association [ITGI 05b].  

A growing number of guidelines and checklists, such as those created by the Center for Internet Security, 
identify practices that are considered acceptable by most professionals [Allen 06d].  

Without question, the security situation organizations face today is, in part, due to the lack of attention given 
these practices and standards. This shortfall is evidenced by the number of vulnerabilities reported to CERT,8 
many of which have known solutions that have not been implemented. Implementing sound practices and 
security standards can significantly advance an organization’s state of security when properly deployed as part 
of an ESP. That said, not every practice and standard applies to every organization. Leaders need to ensure that 
practice selection and implementation directly support business objectives. 

1.3.10 Difficulties in Creating and Sustaining a Culture of Security 

Achieving a particular state of security is no guarantee that it can be sustained. Security is not a one-time 
project with a beginning and an end; it is an ongoing process. It requires continuous improvement, monitoring, 
measuring, and executing (i.e., “doing”) [Allen 06e, ISO 05b]. Continuous improvement requires attention and 
investment, and security investments often come at the expense of other priorities in terms of accounting and 
economic opportunity. 

Security is hard, often annoying, and something most people and organizations would rather not deal with. 
There are formidable disincentives to addressing security at more than just a tactical, technical level. As a 
networked community, there is no perfect solution to effective security, and measures and benchmarks can 
vary from industry to industry and company to company. This situation is difficult to improve without a 
significant increase in the reporting of incident cost/loss metrics to estimate probable losses that would have 
occurred had steps not been taken to reduce risk exposure. Such metrics are analogous to insurance actuarial 
data, which provides a statistical basis for estimates of loss. 

Furthermore, security safeguards are often seen as having negative consequences such as added cost; 
diminished application, system, and network performance; and user inconvenience (for example, multiple 
means for authentication that change regularly and are hard to remember). “While internal auditors often 
identify vulnerabilities within a business system, their recommendations for more stringent system controls are 
in many cases overruled because of direct costs of implementing and maintaining those controls or because 
they introduce unwelcome inefficiencies” [Taylor 04]. The board and senior leadership should require formal 
audits and reviews of the security program, with a formal report card and timely closure of corrective actions. 
 
8  CERT and CERT Coordination Center are registered in the U.S. Patent and Trademark Office by Carnegie Mellon University. 
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Therefore, the board and senior management have a difficult task in setting the tone for security and creating a 
culture of security awareness with motivation to adhere to security requirements. Policies are not enough; they 
must be supported with actions from the top that relay the importance of security to corporate operations and 
competitiveness, and convey the impact that security breaches will have on corporate profits and reputation. 
This is most effectively done through the development and sustainment of an ESP with active and visible 
senior leadership involvement [Westby 04b]. 

1.3.11 Summary 

Understanding – and overcoming – challenges facing organizations as they develop and sustain an ESP is part 
of the process on the path to effective security. Each challenge requires the attention of multiple players within 
an organization. Thus, challenges can be used as a unifying mechanism through the work of a cross-
organizational security team and can help develop buy-in from operational personnel as they contribute to 
security solutions.  

An effective approach to governing and managing enterprise security must confront these challenges head-on, 
offering counterpoints and benefits to anticipate and offset each challenge. Increasing awareness, knowledge, 
and understanding of security are necessary first steps toward changing common beliefs. This includes framing 
the security value proposition to include risk and opportunity. 

1.4 CONCLUSION 

In today’s economic, political, technological, and social environment, addressing security is a core necessity 
for most, if not all, organizations. Customers are demanding it as concerns about privacy and identity theft rise. 
Business partners, suppliers, and vendors are requiring it from one another, particularly when providing mutual 
network and information access. Espionage through the use of networks to gain competitive intelligence and to 
extort organizations is becoming more prevalent. Domestic and foreign laws and regulations are calling for 
organizations (and their leaders) to demonstrate due care with respect to security.  

An organization’s ability to take advantage of new opportunities often depends on its ability to provide open, 
accessible, available, and secure network connectivity and services. Having a reputation for safeguarding 
information and the environment within which it resides enhances an organization’s ability to preserve and 
increase market share. 

Governing for enterprise security means viewing adequate security as a non-negotiable requirement of being in 
business. If an organization’s management—including boards of directors, senior executives, and all 
managers—does not establish and reinforce the business need for effective enterprise security, the 
organization’s desired state of security will not be articulated, achieved, or sustained. To achieve a sustainable 
capability, organizations must make enterprise security the responsibility of leaders at a governance level, not 
of other organizational roles that lack the authority, accountability, and resources to act and enforce 
compliance. 
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2 Defining an Effective Enterprise Security Program 

2.1 INTRODUCTION 

This chapter builds on Chapter 1, “Characteristics of Effective Security Governance” and provides a 
comprehensive description of an enterprise security program (ESP). It highlights those aspects of an ESP that 
require governance action. The goal of this chapter is to enable the reader to understand what governance of 
security means, what it applies to, and how it is exercised.  

To be successful, the program requires a security culture and the cooperation of the entire organization. This is 
achieved by establishing and reinforcing the security “tone” set at the top of the organization, reflected in top-
level policies and an effective governance structure. This structure includes a cross-organizational security 
team, designated key personnel — such as the chief risk officer (CRO), chief security officer (CSO), general 
counsel (GC), chief information officer (CIO) and others — and the involvement of operational staff. Internal 
audit has an independent role in auditing the ESP’s effectiveness in addressing organizational security risks. 

An ESP consists of a series of activities that support an enterprise risk management plan (RMP) and result in 
the development and maintenance of 

• a long-term enterprise security strategy (ESS) 

• an overarching enterprise security plan (which may be supported by underlying business unit security 
plans and security plans for individual systems) 

• security policies, procedures, and other artifacts  

• the system architecture and supporting documentation  

Figure 1 depicts the hierarchical relationship of these documents and activities. 
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Figure 1: Enterprise Security Program 

 

The development and sustainment of an ESP takes into account a wide array of information, including the 
organization’s RMP, ESS, operational criteria9 and culture, top-level policies, compliance requirements, 
budget, and system architecture.  

The RMP reflects the risk decisions of the board of directors risk committee (BRC) or their equivalent, and 
involves a full consideration of the physical, internal, external, legal, political, cultural, and cyber risks, threats, 
and vulnerabilities faced by an organization. Figure 2 depicts the various inputs required for an ESP. 

 

 

 

 

 
 
9  Operational criteria are determined by business line executives (BLEs) and include the baseline IT requirements for the opera-

tion of their business unit, such as network availability, interconnectivity requirements, use of portable devices, and number of 
users requiring software licenses. Operational criteria can also include business continuity and disaster recovery parameters 
and details regarding the working environment, such as heavy traffic flow within the operational area, physical layout consid-
erations, and extreme climate conditions. 
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Enterprise Security Plan 

Business Unit Security Plans 
System Security Plans 
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Figure 2: Enterprise Security Program Inputs 

The enterprise security plan is the overarching document that serves as the “business plan” for securing an 
organization’s digital assets,10 consisting of [Westby 05] 

1. information and data  

2. applications11 

3. networks 

The enterprise security plan is developed through a series of activities that produce artifacts, or documents, 
such as asset inventories, risk assessments, categorization of assets, documentation of compliance 
requirements, plans of action and milestones (POAMs), and various reports.  

Security policies are relatively static statements that set the security tone for the entire organization. Policies 
define the managerial, functional, computing, and security requirements that comprise the program:  

 
10  As used here, digital assets include information and data, applications, and networks, Systems are groupings of information, 

applications, and networks. Certifications and accreditations are performed on systems, not individual assets, and it is the sys-
tem that supports business operations. 

11  This includes operating platforms and supervisory control and data acquisition (SCADA) systems. 



 

 

18 | CMU/SEI-2007-TN-020 

• Top-level policies are broad statements that support the risk objectives of the RMP that pertain to 
security. Top-level security governance policies establish the expected behavior and cultural norms that 
are required to sustain an effective enterprise security program. Topics may include roles and 
responsibilities, code of conduct, ethics, due care/due diligence, security risk, information protection, and 
incident response. Top-level security management policies govern operations and the use of technology, 
such as the use of email and wireless devices; remote access to systems; the protection of intellectual 
property; business continuity; and critical security controls. 

• Functional policies cover operational functions, such as the types of information that require privacy and 
security protections, who can access this information, and where it may be transmitted or stored.  

• Computing policies determine the operating environment and cover topics such as network availability 
and reliability, backup and recovery requirements (including business continuity), and the like.  

• Security policies define the security requirements for the organization’s operation, such as authentication 
controls, encryption, basic authorization limits, incident handling and log requirements, and the like. 

Policies are comprised of three parts: the policy content, compliance and monitoring information, and 
enforcement sanctions.12  

Security policies are brought to life through security procedures that implement policies and required security 
controls through compliance instructions for everyday operational tasks and responsibilities [Westby 04a]. 
Different levels in the organization (such as division, department, or business unit) may have unique 
procedures. 

ESP requirements are supported and constrained by the system architecture.13 For example, network firewalls 
support the program’s security requirements, but a network’s interconnectivity with third party networks may 
constrain the protection of sensitive information and present special security considerations. In this regard, it is 
important to remember that the system architecture is determined by business requirements, not vice versa. As 
a general matter, organizations whose business operations are shaped around the technical environment risk 
losing productivity and competitiveness.  

That said, there are instances when the security of the organization as a whole overrides business operational 
requirements. These business and security trade-offs are resolved by the BRC and senior management, are 
reflected in the RMP, and are conveyed in top-level policies. 

An ESP is comprised of four main categories. Each category represents a sequence of activities (see Table 2) 
that produce specific outcomes or results (called artifacts) which serve as key inputs to subsequent activities.  

The four categories of an ESP are [Westby 05] 

1. governance 

2. integration and operation 

 
12  A collection of policies covering a specific topic may have separate compliance, monitoring, and enforcement policies that ap-

ply to that topic. For example, all policies requiring encryption may refer to the same compliance, monitoring, and enforcement 
policies for encryption rather than repeat these provisions in each topic-specific policy. 

13  System architecture includes the technical network and system components (hardware and firmware), operating platforms and 
application software, and other hardware or software components used within the IT environment. System architecture differs 
from “enterprise architecture,” which describes the alignment between business functions and IT assets. 
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3. implementation and evaluation 

4. capital planning and reviews/audits 

2.2 ROLES 

The development of an ESP requires a multidisciplinary approach that engages personnel at all levels 
throughout the organization. Dr. Ron Ross, senior computer scientist for the U.S. National Institute of 
Standards and Technology (NIST), notes that 

Risk management is not an exact science; rather, it brings together the best collective judgments of the 
individuals responsible for the strategic planning and day-to-day operations of the business enterprises to 
provide adequate security for the information systems supporting the ongoing operations and institutional 
assets of those enterprises. [Ross 06] 

The involvement of the appropriate personnel and the proper alignment of roles and responsibilities in each of 
the four ESP categories are critical to the adequacy and effectiveness of the program.  

There are nine groups of personnel involved in the development and sustainment14 of an ESP:  

1. Board risk committee (BRC) 

2. Senior officers of the organization: C-level, such as the chief executive officer (CEO), chief operating 
officer (COO), and chief administrative officer (CAO) 

3. Cross-organizational ESP team (X-Team) comprised of 

− general counsel (GC) 
− chief information officer (CIO)15 
− chief security officer (CSO) and/or chief risk officer (CRO) 
− chief privacy officer (CPO) 
− chief financial officer (CFO) 
− business line executives (BLEs) 
− communications executives (may also include investor relations) (PR) 
− director of human resources (HR) 

4. Asset owners (AO)  

5. Business managers (BM) 

6. Operational personnel, including procurement personnel (OP) 

7. Certification agent (CA) 

8. Board audit committee (BAC) 

9. Internal and external audit personnel (IA, EA) 

It is important that each of these groups understand (a) their roles and responsibilities in the development of 
the ESP and (b) that the multidisciplinary nature of the program requires dovetailing managerial, operational, 
legal, and technical considerations [Westby 05]. 

 
14  ESPs must be sustained, not merely maintained. They must keep pace with organizational, technical, legal, and operational 

changes and new requirements, and function as the platform for all security actions and decisions within an organization. 

15  Some organizations have a separate telecommunications officer responsible for networks. This person should also be on the 
X-Team. 
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2.3 RESPONSIBILITIES 

The clear delineation of roles and responsibilities facilitates X-Team activities and ensures effective 
governance and accountability. Careful consideration must be given to the segregation of duties (SOD) for the 
purpose of preserving independence, providing checkpoints, implementing safeguards against abuse, and 
enabling trusted change management.  

The International Guide to Cyber Security [Westby 04a] and the Corporate Governance Task Force report 
“Information Security Governance: A Call to Action” [CGTF 04] are useful references and provide 
comprehensive descriptions of security governance responsibilities for board of directors, senior executives, 
executive team members, and senior managers. 

2.3.1 Board Risk Committee 

The BRC is comprised of independent and non-independent directors and reports to the organization’s board of 
directors (or equivalent). It has direct responsibility for 

• establishing the ESP governance structure for the organization 

• setting the “tone” for risk management (including privacy and security) through top-level policies and 
actions 

• ensuring qualified and capable personnel are hired or engaged for the development and sustainment of the 
ESP 

• defining roles and responsibilities and ensuring SOD 

• obtaining board approval for the security budget 

In its oversight capacity, the BRC works with senior management and is responsible for 

• conducting risk assessments and reviews 

• developing, approving, and maintaining the organization’s RMP, ESS, and enterprise security plan 

• categorizing assets by levels of risk and harm and approving security controls, key performance 
indicators, and metrics 

• steering the development, testing, and maintenance of plans for business continuity and disaster recovery, 
incident response, crisis communications, and relationships with vendors and other third parties16 

• allocating sufficient financial resources for the development and sustainment of the program based upon a 
security business case and return on investment (ROI) 

• ensuring the ESP is implemented and personnel are effectively trained according to the implementation 
and training plan 

• conducting periodic (no less than annual) reviews of the ESP 

• ensuring material weaknesses in the ESP are rectified and the ESP is up-to-date 

The BRC has final acceptance authority of the ESS and ESP, and the RMP, which must also be approved by 
the full board.  

 
16  The transference of ESP requirements to third parties and outsource service providers requires careful oversight and govern-

ance, lest the BRC’s risk management efforts be diluted or forgotten. 
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2.3.2 X-Team 

The X-Team is responsible for the coordination of security issues and the implementation of the BRC-
approved RMP, ESS, and enterprise security plan, usually under the direction of a senior executive, such as the 
chief operating officer (COO) in large organizations or the chief executive officer (CEO) in small- to medium-
sized organizations. Members of the X-Team have individual and/or shared responsibility for certain ESP 
activities, which are noted in Table 2.  

Generally, however, the GC, CSO/CRO, CPO, CIO, and BLEs are the anchor members of the X-Team. They 
shoulder the greatest responsibility for the ESP, with the CSO taking the lead in its development, 
implementation, and sustainment.  

The CSO has direct responsibility for the following: 

• Asset Management 

− developing and maintaining an inventory of all digital assets (including identifying asset owners and 
custodians) 

− assigning detailed security responsibilities (including SOD) 
• Assessment 

− conducting security threat and risk assessments (the CA may also share the lead role if a system 
certification is being performed) 

• Planning and Strategy 

− providing security input into the development of the RMP 
− developing and maintaining an enterprise security strategy (ESS)17 that supports the RMP 
− developing, implementing, and maintaining an enterprise security plan 
− developing and maintaining security policies and procedures 
− developing, testing, and maintaining an incident response (IR) plan 
− developing and maintaining security system architecture plan 
− developing and maintaining an ESP training plan and schedule 
− developing security training modules and maintaining training records 
− integrating security requirements into the capital planning and investment process and determining 

ROI (shared responsibility with CFO) 
• Controls and Performance Management 

− determining needed controls, and testing and evaluating their effectiveness  
− ensuring the appropriate security standards and best practices have been implemented and security 

configuration settings conform to the ESP 
− determining and evaluating security key performance indicators (KPI) and metrics 

• Reviews, Certifications, and Audits 

− supervising the certification and accreditation (C&A) of all systems and the development of plans of 
action and milestones (POAMs)18 

 
17  The RMP covers all risks to an organization, not just information and IT risks, and is usually assigned to CRO or COO. The 

CSO is responsible for the security aspects of the RMP and develops that portion of the RMP under the oversight of the BRC. 

18  Security accreditation is the official management decision given by a senior officer or BLE to authorize the operation of an in-
formation system and to explicitly accept the risk to the organization’s operations, assets, or personnel based on the implemen-
tation of an agreed-upon set of controls. By accrediting an information system, senior management accepts responsibility for 
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− ensuring material security weaknesses on POAMs are corrected 
− conducting reviews of the ESP, including collecting and analyzing program performance measures 
− reporting on the program 

The CSO and BLE share responsibility for both documenting systems descriptions, and for categorizing assets 
by levels of risk and magnitude of harm. 

The CSO and CIO share responsibility for 

• developing, testing, and maintaining change management plans 

• developing, testing, and maintaining third party and vendor security requirements (with the CSO 
responsible for the report), with critical input from the BLE 

• maintaining appropriate system logs 

• monitoring and enforcing change management plans 

The CSO, CIO, and BLE share responsibility for developing, updating and testing the business continuity and 
disaster recovery (BC/DR) plan. 

The GC, CSO/CRO, and CPO are responsible for ensuring that (a) all security-relevant compliance and 
contractual requirements and liability risks have been identified, a Table of Authorities19 is developed, and 
digital assets are mapped to the Table of Authorities, and (b) security and privacy risks are adequately 
mitigated in accordance with the organization’s RMP, ESS, policies, and code of conduct.  

The CPO is responsible for mapping and analyzing data flows (see Glossary), preparing and conducting 
privacy impact assessments, and conducting privacy audits to ensure compliance requirements are being met 
and policies are effective and enforced.  

The GC is responsible for mapping cybercrime and security breach notification laws to data flows.20 The GC 
often takes the lead in investigating breaches or incidents, including gathering and protecting evidence, to 
ensure that evidentiary considerations are taken into account, communications with law enforcement are 
coordinated, and liability risks are managed. 

                                                                                                                                                                                   
the security of the system and is fully accountable for any adverse impacts to the organization if a breach of security occurs. 
The information and supporting evidence (artifacts) needed for security accreditation are developed during a detailed security 
review of a system, typically referred to as a security certification. The certification process involves testing the effectiveness of 
system controls. Certification and accreditations (C&As) are mandatory for all federal government systems, including those op-
erated by contractors. POAMs assist in identifying, assessing, prioritizing, and monitoring the progress of corrective actions 
taken to address system weaknesses. POAMs also help identify performance gaps and are useful in conducting oversight 
[Ross 04, Bowen 06]. Many private sector entities follow a similar process but may not use the same terminology. NIST has 
published excellent guidance in the area of C&As and POAMs and information security management which serve as valuable 
reference materials for public and private sector use [Ross 04, Bowen 06]. Therefore, this chapter uses the C&A and POAM 
terminology to ensure a common understanding of the task that is required. 

19  A Table of Authorities lists all applicable laws, regulations, directives, contracts, and other legal requirements applicable to the 
organization’s assets and systems. 

20  When data is transmitted from one user to another or from one physical location to another, it is called a data flow, i.e., the data 
flows from one person or place to another. With respect to location, data could flow from one server to another or from one 
state or country to another. Such flows of data raise numerous security considerations, such as compliance with different laws 
from jurisdiction to jurisdiction; the policies and procedures required to ensure that security requirements are passed from one 
user or location to the next; and the technical software and tools that must follow the data to ensure security is effectively de-
ployed and maintained. 
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The CFO is responsible for (a) ensuring the security budget demonstrates acceptable return on investment 
(ROI) and is tied to the organization’s RMP and ESS (this is a responsibility shared with the CSO), and (b) 
allocating sufficient financial resources to support and sustain the ESP.  

BLEs are responsible for assigning ownership and custody of their assets, determining operational criteria, and 
ensuring that their systems meet the requirements of the security plan and are certified and accredited, if 
required. The BLE issues the letter granting authority to operate (ATO) or interim authority to operate (IATO). 
Best practices require BLEs to accept or deny the risks associated with their systems through their granting or 
denying authorizations to operate.21 This role for the BLE reflects the integration of the ESP throughout the 
organization and indicates how the system architecture supports business operations. Business executives can 
no longer insulate themselves from the risks associated with the use of technology to fulfill their operational 
requirements. The risk that the system brings to the organization, therefore, is borne by the business line. 
Therein lays the incentive for BLEs to ensure their systems meet compliance requirements, are secure, and 
have effective controls, policies, and procedures.  

HR must ensure that security policies and procedures are implemented throughout the HR process and 
incorporated in job descriptions. HR has key responsibilities in the implementation of identity management 
(including user authorization) programs. HR assists in managing insider threats, responding to security 
incidents, and controlling risks associated with temporary, new, and departing personnel, vendors, contractors, 
and other third parties. 

HR, GC, and CSO share the responsibility for monitoring and enforcing policies and procedures. 

PR (which can include investor relations) is responsible for the development, testing, and maintenance of crisis 
communication plans and provides critical input regarding managing risks associated with BC/DR, and IR 
plans.  

2.3.3 Additional Roles 

The BMs and AOs must ensure that the required security controls, policies, and procedures are implemented 
and the assets they are responsible for (or own) 

• meet the requirements of the security plan throughout the system lifecycle 

• have undergone security certification (if required)  

• have authority to operate (ATO, IATO) from the responsible business line executive 

They must also confirm that operational personnel administering the system are adequately trained and change 
management procedures are followed and enforced.  

OP interact as needed with the X-Team, BMs, and AOs. They 

• assist with threat and vulnerability assessments 

• assist in the identification of appropriate metrics 

• participate in the development of policies and procedures 
 

 
21  The offices of the CIO and CSO are also considered business units, in that they own assets and are responsible for them. 

CIOs, for example, are often owners of an organization’s operating platforms and networks and systems utilized in managing 
information and IT resources, whereas CSOs own security technologies and systems that support the ESP. 
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• provide input during the development of BC/DR and IR plans 

• assist in planning and developing effective training 

The OP involved in these activities can be quite diverse, depending upon the size of the organization, the 
complexity of the systems and processes, and the security required. For example, OP for a manufacturing plant 
who are included in the development of an ESP could include administrative personnel handling sensitive data 
(e.g., personal, financial or medical/health data), control room personnel responsible for the operation of 
business processes controlled by SCADA systems, staff involved in the development of intellectual property 
(e.g., collaborative design, software development, or research and development teams), and personnel who 
receive and process orders. OP also includes procurement personnel who are responsible for purchasing 
equipment or services which have security risks, such as copiers with internal servers. 

The CA is an independent agent who reviews all ESP systems and assesses whether they follow prescribed 
best practices and standards, have the required artifacts (including ATO or IATO), and meet the requirements 
of the security plan. Upon completion of the certification process, the CA issues a certification letter stating 
whether the artifacts are all accounted for and properly completed, and identifies weaknesses and deficiencies.   

The BAC, IA, and EA are responsible for auditing the ESP to ensure that the ESP is in alignment with the 
RMP and ESS. They confirm that all activities are properly executed, artifacts are adequate and accounted for, 
SOD is enforced, and policies and procedures are complied with. 

The players and their interactions in the development and sustainment of an ESP are depicted in Figure 3. 
Green boxes represent anchor members of the X-team. Black arrows denote interactions between the various 
groups. Blue boxes are operational personnel that interact as needed or periodically, such as IA (internal audit) 
and EA (external audit). 
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Figure 3: Roles Involved in an ESP 

2.4 ACTIVITIES AND ARTIFACTS  

Activities and artifacts, in essence, define an ESP. Artifacts are the supporting documents, or outputs, 
produced by the activities undertaken in the development of an ESP. For example, artifacts produced in 
establishing a governance structure include  

• the mission, goals, and objectives of the BRC and X-Team 

• organizational charts depicting lines of reporting   

• BRC and X-Team roles and responsibilities  

• top-level policies  

The sequence of activities undertaken in the development of an ESP is critical. An activity is often dependent 
upon key artifacts produced by other activities. When activities are undertaken without all of the required 
inputs from other artifacts, the program may be less effective and the organization may be placed at risk. 

For each ESP category, Table 2 defines the sequence of activities, the artifacts produced by each activity, and 
the roles involved. As a result, the figure is useful in describing the scope of the BRC’s oversight 
responsibilities. 

In Table 2, all governance activities are listed in red text, and the roles involved in an activity are color-coded, 
consistent with Figure 3. 
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Red: BRC responsibility 

Green: X-Team member responsibility 

Blue: Other personnel as needed when an activity pertains to their operational responsibilities. For example, 
AOs and BMs may be involved in mapping cross-border data flows but only for the portion of the activity that 
applies to the assets they use or own. 

Purple: Lead role. Lead roles can be performed by one role or the lead role may be a shared responsibility, in 
which case all of the lead roles are shown in purple. When lead roles are shared, they are usually less effective. 
Extra controls can help ensure each party fulfills their responsibilities and that shared responsibilities are 
effectively executed. 

Activities that are conducted with oversight from the BRC have the BRC shown in red, with the lead role in 
purple. Where multiple artifacts are produced from one activity, the roles are noted beside the artifact entry. 

Chapter 3, “Enterprise Security Governance Activities,” expands and details the governance activities listed in 
Table 2. 
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Table 2: ESP Categories, Activities, Responsibilities/Roles, and Artifacts 

ENTERPRISE SECURITY PROGRAM* 

 

  

CATEGORY  ACTIVITY SEQUENCE RESP/ROLES ARTIFACTS 
• Establish Governance Structure 
 
• Assign Roles and Responsibilities, indicating Lines of Reporting  
 
• Develop Top-Level Policies 

 

BRC • BRC Mission, Goals, Objectives, & 
Composition 

• X-Team Mission, Goals & Objectives, 
& Members 

• Organizational Chart 
• Roles & Responsibilities for ESP 
• Top-level Policies 

 

Governance 

 

 

 

 

 

 

 

• Inventory Digital Assets 
 
• Develop & Update System Descriptions 

 
• Establish & Update Ownership and Custody of Assets 
 
 
• Designate Security Responsibilities & Segregation of Duties 

 

CSO, BLE, CIO, BM, AO 

BLE, CSO, CIO, BM, AO 

CSO, BLE, CIO, BM, AO 

 

BRC, CSO 

• Inventory of Assets & Systems22 

 
• System Descriptions 

• Ownership & Custody Determined by 
BLE and Entered on Inventory by 
CSO 

• Detailed Security Responsibilities 
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ENTERPRISE SECURITY PROGRAM* 

 

  

CATEGORY  ACTIVITY SEQUENCE RESP/ROLES ARTIFACTS 
• Determine & Update Compliance Requirements  
 
• Map Assets to Table of Authorities  
                                            
• Map and Analyze Data Flows                              
 
• Map Cybercrime and Security Breach Notification Laws and 

Cross-Border Cooperation With Law Enforcement to Data Flows 
 
• Conduct Privacy Impact Assessments and Privacy Audits 

 

GC, CPO, CSO, BLE       

GC, CPO, CSO, BLE       

CPO, CSO, BM, AO 

GC, CSO, CPO, BLE            

 

CPO, GC, CSO            

• Table of Authorities 

• Mapping of Assets & Authorities 

• Mapping & Analysis of Data Flows 

• Mapping of Cybercrime &              
Notification Laws & Cross-Border 
Cooperation 

• Privacy Impact Assessments 
• Privacy Audit Report 

 

 
Governance 
(cont’d) 

 

 

• Conduct Threat, Vulnerability, and Risk Assessments (including 
system C&As) 

 
• Determine Operational Criteria 
 
 
• Develop & Update Security Inputs to the Risk Management Plan 

(RMP) 

 
• Develop & Update Enterprise Security Strategy (ESS)  

 

BRC, CSO, BLE, BM, OP 
CA                     

BLE, BM 

BRC, CSO, CPO, CIO, GC 

 

BRC, CSO, CPO 

 

• System Risk Assessments  
• Certification Letter 

• Operational Criteria 

• Security Inputs to Risk Management 
Plan 

 
• Enterprise Security Strategy  

 

 
22  NIST defines an information system as “a discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposition of information” [Ross 

04]. Information resources include networks, applications, and data. C&As are performed on systems, and security requirements apply throughout the system development life cycle (SDLC). A sys-
tem description includes the purpose of the system, the information resources (or assets) that comprise it, how the assets are used, the asset owners and custodians, any special protections re-
quired, etc. [Ross 04]. 



 

 SOFTWARE ENGINEERING INSTITUTE | 29 

ENTERPRISE SECURITY PROGRAM* 

 

  

CATEGORY  ACTIVITY SEQUENCE RESP/ROLES ARTIFACTS 
• Categorize Assets by Levels of Risk & Magnitude of Harm 

• Determine & Update Necessary Controls 

• Determine & Update Key Performance Indicators & Metrics 

 

BRC, CSO, BLE, CPO,   
GC, BM 
BRC, CSO, CPO, BLE,  
GC, BM 
BRC, CSO, BLE, CIO, BM, 
OP 

• Categorization of Assets 

• Assignment of Controls (by system) 

• Key Performance Indicators & 
Metrics 

• Identify & Update Best Practices & Standards 
 
 
 

• Determine Asset-Specific Security Configuration Settings 

 

CSO, CIO, CPO 

 

CSO 

• Listing of Approved Best Practices & 
Standards (BP&S)  

• Report on Implementation of BP&S 
• Mapping of BP&S to Controls & 

Metrics 
• Asset Security Configuration Settings 

 

Integration 

+ 

Operations 

 

 

 

 

 

 

 

 

 

 

• Develop, Update, & Test Incident Response Plan  

 

 
• Develop, Update & Test Crisis Communications Plan 
 
 

 

BRC, CSO, BLE, CIO, GC, 
PR 
BRC, CSO 

CSO 

BRC, PR, CSO, CIO, BLE 

BRC, PR, CSO, CIO, BLE 

PR, CSO, CIO 

• Incident Response Plan 

• Incident Response Plan Test Report 

• Incident Response Reports 

• Crisis Communications Plan 

• Crisis Communications Plan Test  
Report 

• Crisis Communication Reports 
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ENTERPRISE SECURITY PROGRAM* 

 

  

CATEGORY  ACTIVITY SEQUENCE RESP/ROLES ARTIFACTS 
• Develop, Update, & Test Business Continuity & Disaster Recovery 

Plan  

 
  
• Develop, Update & Verify 3rd Party & Vendor Requirements 
 
 
 

 

BRC, CSO, CIO, BLE, BM, 
OP 

BRC, CSO, CIO, BLE 

BRC, CSO, CIO, BLE 

BRC, CSO 

• Business Continuity & Disaster 
Recovery Plan 

• Business Continuity & Disaster 
Recovery Plan Test Report 

• 3rd Party & Vendor Requirements for 
BC/DR, IR, CC 

• 3rd Party & Vendor Requirements 
Verification Report 

• Develop & Update Change Management Plans 

 

CSO, CIO • Change Management Plan 
• Change Management Logs 

• Develop & Update Enterprise Security Plan 

• BRC Approval of Enterprise Security Plan 

 

BRC, CSO 
CSO 

BRC 

• Enterprise Security Plan 
• ESP Update Report 
• BRC Approval of Enterprise Security 

Plan 

• Develop & Update Security Policies & Procedures 
 

CSO, CPO, BLE, HR, GC, 
PR, BM, OP, AO 

• Security Policies & Procedures 

• Develop & Update Security System Architecture Plan 
 

CSO, CIO • Security System Architecture Plan 

• Develop & Update ESP Implementation & Training Plans 

 

• Implement & Train 
 

 

BRC, CSO, CPO, HR, 
BLE, PR, CIO, GC, BM, 
AO, OP 
CSO, BLE, BM, OP 
BRC, CSO, BLE 
CSO, HR 

• Implementation Plan & Results 

 
• Training Modules 
• Training Plan & Schedule 
• Record of Training  

 

 

 

Integration 

+ 
Operations 
(cont’d) 

 

 

 

 

 

_____________ 

Implementation  

      + 

 Evaluation 
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ENTERPRISE SECURITY PROGRAM* 

 

  

CATEGORY  ACTIVITY SEQUENCE RESP/ROLES ARTIFACTS 
• Monitor & Enforce Policies & Procedures 

 

CSO, GC, HR, CPO, BLE, 
BM 

• Monitoring & Enforcement Reports 

• Test & Evaluate System Controls, Policies, & Procedures (can 
include C&A) 

   

CSO, BLE, BM, CA • Testing & Evaluation Report of 
Controls, Metrics, Policies & 
Procedures 

• Identify System Weaknesses & Execute Corrective Action Process 
(POAM) 

 

CSO, CA, BLE, BM • System POAMs 

• Issue Authority (or Interim Authority) to Operate 

 

BLE • Accreditation Decision Letter 

• Determine Security Business Case, ROI, & Funding  
 

 

BRC, CSO, CFO 
 

BRC 

• ESP Security Investment 
Requirements & ROI Analysis 

• Board Approved Budget 

• Conduct Formal Review of ESP 

 
• Conduct Formal Audit of ESP 

 

BRC, CSO, X-Team 

 

BAC, IA, EA, X-Team 

• Annual ESP Report (by CSO) 

 
• Annual ESP Audit Report (by IA & 

EA)  

 

 

 

Implementation 

+ 
Evaluation 
(cont’d) 

 

 

______________ 

 
Capital 
Planning 

   + 
Reviews/ 
Audits  Repeat Process at Designated Intervals, Some Activities 

Ongoing23  
 

  

*© Jody R. Westby and Carnegie Mellon University, 2007. All rights reserved.

 
23  Enterprise Security Programs require regular reviews, audits, and updates. Some activities, such as testing the effectiveness of controls, monitoring and enforcing policies and procedures, and revis-

ing compliance requirements are performed on an on-going or periodic basis, as needed. This sequence of activities should be viewed as a continuing cycle, with activities beginning again from the 
top each time the ESP is reviewed. 
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2.5 CONCLUSION  

The development and sustainment of an ESP is an ongoing effort that requires board involvement 
and oversight and the participation of personnel both “horizontally” and “vertically” throughout 
an organization. The ESP process relies on a wide range of inputs and each activity produces 
critical inputs to other activities in support of an organization’s risk management plan. Activities 
that are undertaken by the BRC and X-Team, and the artifacts that are produced, are done in a 
coordinated manner, with leadership and key personnel playing specified roles and carrying out 
defined responsibilities. The blend of legal, technical, operational, and managerial considerations 
in these activities help establish resilient operations and manage risks. Careful segregation of 
duties protects against conflicts and establishes appropriate checks and balances to manage risk. 
Assessments and audits help ensure that 

• the ESP is in alignment with the RMP 

• effective controls and metrics are used to measure performance 

• appropriate business continuity and disaster recovery, incident response, crisis 
communications, and change management plans have been developed and tested 

• the enterprise security plan has been implemented and personnel are trained 

• adequate financial resources are allocated to the RMP  

Outsourced activities require oversight to ensure the vendor is supporting the client’s compliance 
and security requirements. Technological innovations and adjustments to business operations, 
including the use of new technologies, requires the BRC and CSO to remain vigilant and adjust 
the ESP as necessary to protect against new security vulnerabilities and threats. 

The governance structure is the defining activity that serves as the foundation and sustains all 
others. 
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3 Enterprise Security Governance Activities 

This chapter elaborates the description of an enterprise security program (ESP) discussed in 
Chapter 2, “Defining an Effective Enterprise Security Program.” It closely examines the 
governance elements of an ESP, including who is involved, their roles and responsibilities, 
governance activities required to implement an ESP, and a description of these activities. 

3.1 GOVERNANCE APPROACH 

ESP governance activities are driven by the board risk committee (BRC), senior management, and 
designated key personnel. They are undertaken in a manner consistent with an organization’s risk 
management and strategic plans, compliance requirements, organizational structure, culture, and 
management policies. Governance activities facilitate the development, institutionalization, 
assessment, and improvement of the ESP. The IT Compliance Institute declares: 

Everyone in the organization has a role in ensuring a successful ERM [enterprise risk 
management] program, although management bears the primary responsibility for 
identifying and managing risk and implementing ERM with a structured, consistent, and 
coordinated approach. Boards of directors and their non-corporate equivalents have an 
overarching responsibility for monitoring the risk program efforts and obtaining assurance 
that the organization’s risks are being acceptably managed [ITCI 06]. 

Although early efforts to engage boards and officers in information security and infrastructure 
protection were driven from the audit side of governance, the responsibility for setting the 
organization’s risk threshold, determining its risk management processes and responses, and 
implementing ERM measures rests with the BRC [ITCI 06]. For purposes of this chapter, ERM is 
evidenced through the activities of the BRC, including the development and maintenance of the 
risk management plan (RMP).  

The role of the board risk committee, as noted above, has both direct and oversight 
responsibilities in the development and sustainment of an ESP. The BRC’s direct responsibilities 
are all within the Governance category of the ESP. Certain BRC oversight responsibilities, 
however, pertain to activities performed by key cross-organizational team (X-team) personnel in 
other categories of the ESP. It is important that organizations make a cognizant effort to avoid 
“stove piping” ESP activities and remain vigilant that security remains an enterprise issue and 
activities do not become isolated functions [ISACA 05a].  

3.2 GOVERNANCE ACTIVITIES   

Governance of enterprise security consists of activities which are performed by the BRC and 
designated X-team personnel, with support from other staff as needed. Guided by Table 2, (ESP 
Categories, Activities, Responsibilities/Roles, and Artifacts), this chapter describes which ESP 
activities require governance action. Governance-based ESP activities are grouped into the Table 
2 categories of Governance, Integration and Operations, Implementation and Evaluation, and 
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Capital Planning and Reviews/Audits and are shown in red text in Table 2. Each section also 
describes the purpose of the artifacts created during each activity. 

3.2.1 Governance Category Activities #1 – Structure and Tone 
• Establish Governance Structure 

• Assign Roles and Responsibilities, Indicating Lines of Reporting  

• Develop Top-Level Policies  

3.2.1.1 Establish Governance Structure  

The purpose of the governance structure is twofold: to establish the appropriate linkages among 
the various business units, technical and legal personnel, senior executives, and operational staff 
in a manner that ensures the requisite transparency and coordination; and to develop inputs 
needed for effective oversight of activities and risk management.  

The BRC establishes and regularly reviews the governance structure for information security and 
risk management. NIST’s Ron Ross [Ross 06] notes: 

The most important aspect of effectively managing the risk to the organization’s operations 
and assets associated with operating enterprise information systems is a fundamental     
commitment to information security on the part of the senior leadership of the organization. 
This commitment is the internalizing of information security as an essential mission need. . . . 
Information security requirements must be considered at the same level of importance and 
criticality as the main stream functional requirements established by the enterprise.  

One of the first artifacts produced is the BRC Mission, Goals, Objectives and Composition, which 
includes board member composition (independent and non-independent) and senior executives 
designated as liaisons to the BRC. This artifact should be approved by the entire board. 

3.2.1.2 Assign Roles and Responsibilities 

 In determining the appropriate lines of reporting and division of responsibilities, the BRC must 
consider how the governance structure itself can deter fraudulent or malicious acts or prevent 
errors and unintended consequences. Segregation of duties (SOD) is one of the most important 
aspects of the governance structure. Since IT systems control nearly all business functions today, 
and the interconnected nature of networks enable a vulnerability in one area of an organization to 
permeate others, SOD for change management and control over the system architecture is 
particularly important. Across the organization, however, there are other points where overlapping 
responsibilities can create vulnerabilities and audit issues. 

At the highest levels of an organization, sound practices result in the separation of IT management 
and security responsibilities. One of the most frequent violations of SOD involves the lack of 
independence of CSO and CIO functions. As a matter of good governance, the CSO should not 
report to the CIO. When the CSO reports to the CIO, there is an inherent conflict of interest. The 
CIO controls the budget and security funding can be reduced in favor of other projects that the 
CIO designates as higher priority. Additionally, the CIO can disallow security measures which 
may interfere with planned operations or suppress response activities. Although the U.S. Federal 
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Information Security Management Act (FISMA) has the CISO reporting to the CIO for federal 
entities, the act has been criticized for these same reasons and efforts are now afoot to seek 
legislative amendments to enable the CISO to have an independent budget and responsibilities. 

The CIO and CSO ideally report to a senior executive, usually the CEO, CRO, or chief operating 
officer (COO). If an organization has a robust CRO position in place, the CIO and CSO (if the 
CSO position has not been collapsed into the CRO position) may report to that person. The CRO 
usually reports directly to the CEO or the COO. The greater the independence accorded to the 
CRO, the better.  

If the CSO reports to the CIO, SOD is absent. Care must be taken to put checks-and-balances, 
review/audit processes, and other controls in place to guard against abuses and conflicts of 
interest.  

The Corporate Governance Task Force Report, submitted to the U.S. Department of Homeland 
Security (DHS) in 2004, offers some suggested organizational charts for SOD and CIO, CSO, and 
CRO lines of reporting [CGTF 04]. At a more detailed level, organizations, such as the 
Information Systems Audit and Control Association (ISACA), have developed useful materials to 
guide BRCs and senior management in SOD and establishing the appropriate governance 
structure [ISACA 05b].  

3.2.1.3 Develop Top-level Policies 

Top-level policies developed by the BRC and senior executives should be tailored toward SOD 
and reinforce lines of reporting. They should establish the risk thresholds for the organization, and 
specify guidelines for mitigating and accepting security risks as well as tolerable levels of residual 
risk once mitigating actions are in place. These policies are usually high-level, rather static 
statements that are consistent with the organization’s code of conduct and ethics policies. Care 
should be taken in both drafting and reviewing top-level policies, as they set the security “tone” 
for the organization and serve as guideposts for more detailed operational risk policies that are 
determined by senior and mid-level management.  

Artifacts: The artifacts produced during these activities include the following: 

• BRC Mission, Goals, and Objectives and Composition 

• X-team Mission, Goals and Objectives, and Members 

• Organizational Chart, indicating lines of reporting  

• Roles and Responsibilities  

• Top-level Policies 

Collectively, they serve to set the tone and direction for security for the entire organization. These 
documents demonstrate the organization’s commitment to security and its expectations. The roles 
and responsibilities and polices establish clear SOD and accountability.  
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3.2.2 Governance Category Activities #2 – Assets and Responsibilities 
• Inventory Digital Assets 

• Develop and Update System Descriptions 

• Establish and Update Ownership and Custody of Assets 

• Designate Security Responsibilities and Segregation of Duties 

3.2.2.1 Inventory Digital Assets 

An inventory of digital assets is one of the most essential inputs into the development of an ESP. 
Inventories are used to 

• conduct C&As on systems (comprised of networks, applications, and data) 

• determine the categorization levels for the assets and appropriate controls 

• aid in the monitoring, testing, and evaluation of information security controls 

• identify system weaknesses and develop POAMs 

• support information resources management 

• assist IT planning, budgeting, and acquisition processes 

• facilitate risk management 

The inventory consists of separate sections, with inventories for each asset class (networks, 
applications, and data) as well as an inventory of systems (groupings of networks, applications, 
and data). System inventories are critical because C&As are performed on systems, not individual 
assets, and it is the system that supports business operations. Therefore, determination of the 
system boundary is important.24 

A system is identified by constructing logical boundaries around a set of processes, 
communications, storage, and related resources. The elements within these boundaries constitute a 
single system requiring a system security plan. Networked systems make the boundaries much 
harder to define. Many organizations have distributed client-server architectures where servers 
and workstations communicate through networks, and those same networks are connected to the 
internet.  

Some organizations consider a system to be a composite of people, procedures, materials, tools, 
equipment, facilities, hardware, and software operating in a specific environment to achieve a 
specific purpose, support, or mission requirement [Swanson 06, Ross 04]. Such inventories are 
more technical in nature and can be quite detailed, capturing specifics regarding these data points. 

Other organizations take more of a “business process” approach to system inventories, linking the 
applications that can be grouped by business function, with the associated databases and 
networks. Systems may contain subsystems. For example, an inventory entry for a financial 
management system may have accounts payable, accounts receivable, and general ledger 

 
24  System boundaries are determined by the IT resources assigned to a particular system [Swanson 06]. System 

boundaries are usually determined during the inventory process. 
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components, and include both required databases and the networks it uses. This could be 
considered one system, with each component treated as a subsystem.  

Other organizations may decide to break the system boundary into smaller components, with each 
of the accounting functions categorized as a separate system. When a system boundary is too 
finely subdivided, the C&A and documentation costs can become prohibitive. Likewise, however, 
if a system boundary encompasses too many applications (subsystems), C&As often have to be 
repeated for the entire system to accommodate modifications to one or more subsystems. 

NIST has developed excellent guidance on determining system boundaries for use by federal 
entities subject to the Federal Information Security Management Act (FISMA) [Swanson 06, Ross 
04]. NIST notes that the process of establishing system boundaries should include all key 
participants. The guidance is also useful for private sector entities. NIST guidance affords federal 
agencies considerable leeway in determining what constitutes a system, but it offers the following 
guidelines for determining system boundaries. Generally, the assets should 

• be under the same direct management control 

• have the same function or mission objective 

• have essentially the same operating characteristics and security needs; and 

• reside in the same general operating environment or, if a distributed system, reside in 
locations with similar operating environments 

The inventory should gather key data points, including the interconnection points between each 
system and other systems or networks, including those not operated by or under the control of the 
organization.  

The CSO takes the lead in the development of the inventory of assets and is assisted as needed by 
the CIO, BLEs, BM, and AO. As with all artifacts in an ESP, it is important that the inventory be 
reviewed regularly (at least annually) and updated to ensure its accuracy and sustain its usefulness 
as a foundation of the ESP. Routine updates to the inventory should be managed through effective 
change management procedures and documentation.  

3.2.2.2 Develop and Update System Descriptions 

System descriptions serve as the main repository for information regarding the system, its purpose 
and how it is used, other key data about the resources it uses, and more. The information will vary 
depending upon the size and complexity of the system and where it is in its system development 
lifecycle (SDLC).  

Information that is commonly included in a system description includes the system name and 
purpose, the system owner, organizational unit responsible for the system, the person responsible 
for security of the system, hardware and software used by the system, network settings, and other 
physical and security information [Ross 04].  

The CSO and BLEs take the lead in the development and maintenance of the system descriptions 
and are assisted as needed by the CIO, BM, and AO (including system owner). 
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3.2.2.3 Establish and Update Ownership and Custody of Assets 

Determining ownership of assets is critical. This is an activity that is determined by the BLE and 
entered on the inventory by the CSO. The CIO, BM, and AO assist as needed and provide access 
to personnel using the systems and assets under their control. Owners serve as the point of contact 
for the assigned asset, and they are responsible for coordinating activities regarding the asset, 
including its use in systems.  

Owners are also assigned to systems. System owners must have full knowledge of the system, 
including its capabilities and functionalities and how assets used within a system are handled. The 
system owner is responsible for all SDLC activities pertaining to the system [Swanson 06]. 

Owners, however, may not always have custody of their assets. Information used in system A, for 
example, may be processed and transmitted for processing and storage by system B. In this 
situation, the designated custodian of the data is a person aligned with system B. The custodian 
has responsibility for the stored information and is required to follow defined security measures, 
but does not have ownership responsibilities. Likewise, an application may be “owned” by a 
particular business unit, with ownership of the application assigned to a manager in that unit. 
Other units may also use the application but are not necessarily a designated owner or custodian. 
In this situation, the custodian of the application could be a person on the CIO’s staff responsible 
for maintaining the application software on the corporate server for use by its users and owner. 
Ownership and custodianship are entered in the inventory and in the system description. 

3.2.2.4 Designate Security Responsibilities and Segregation of Duties 

Designating security responsibilities for assets is particularly important in large organizations or 
for large, distributed systems. SOD at the operational level is equally significant. Absent 
appropriate SOD and enforced policies and procedures, custodians of data could, inadvertently or 
intentionally, allow data to be used for unauthorized purposes. Users of applications without 
ownership authority could authorize modifications to the application if SOD and a rigorous 
change management process are not in place. These are examples of breakdowns in segregation of 
duties that can wreak significant havoc and bring substantial risk to an organization [ISACA 05b]. 
The CSO has lead responsibility for designating detailed security responsibilities and ensuring 
SOD is in place or, if not, that this is managed through policies, procedures, and checkpoints. The 
BRC exercises oversight of this activity. 

Artifacts: The artifacts produced during these activities include the following: 

• Inventory of Assets and Systems (including ownership and custody) 

• System Descriptions 

• Detailed Security Responsibilities for Assets 

3.2.3 Governance Category Activities #3 – Compliance  
• Determine and Update Compliance Requirements  

• Map Assets to Table of Authorities 

• Map and Analyze Data Flows 
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• Map Cybercrime and Security Breach Notification Laws and Cross-Border Cooperation with 
Law Enforcement to Data Flows 

• Conduct Privacy Impact Assessments and Privacy Audits 

3.2.3.1 Determine and Update Compliance Requirements 

Managing legal compliance and risk considerations is very tricky in today’s business 
environment. This task is a shared responsibility of the GC, CPO, and CSO. They may be assisted 
by the BLEs as needed. Global operations require the transmission of an extensive amount of data 
across borders to transact business. Such cross-border data flows create significant risks because 
the global, legal framework for privacy and security requirements is highly complex and 
inconsistent.  

Cross-border data flows resulting from outsourcing and globalization of operations are 
complicating the development and sustainment of ESPs even further. Therefore, the development 
of an ESP requires consideration of the laws and regulations within the jurisdictions where data is 
transmitted, resides, or is processed. This includes laws governing privacy, security, cybercrime, 
economic espionage, protection of intellectual property and trade secrets, data retention, and data 
destruction. Beyond this, other types of security requirements flow from non-disclosure 
agreements, contracts with third parties, and the need to protect confidential and proprietary 
information.  

Effective governance requires an understanding of the compliance and legal issues at hand. The 
EU Data Protection Directive (DP Directive), which governs the EU’s 27 member states and the 
three countries in line for accession, has had the greatest impact on privacy laws, regulations, and 
corporate operations around the globe. The DP Directive governs the collection, use, retention, 
and transmission of personally identifiable information (PII). PII can only be collected if the 
person has agreed to the collection of the data (also known as “opt-in”).  

Under the DP Directive, the collection of the data is limited to that which is necessary. It can be 
used only for the stated purpose, the data can be kept only as long as necessary, and it must be 
kept up-to-date and be accessible to the person from whom it was collected. The data also must be 
fairly and lawfully processed, with a means for the individual to object to the processing.  

The EU also restricts the transfer of PII to countries outside the EU unless at least one of the 
following conditions is met: 

• The person has given clear and informed consent to the transfer of the data. 

• The entity receiving the data is subject to approved EU contractual clauses regarding 
protection of the data. 

• The entities receiving the data are part of a group of entities operating under Binding 
Corporate Rules (BCR) approved by the EU Member States. 
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• The data is being sent to an entity in a country which has received an “adequacy” ruling from 
the EU Commission that the laws of the country afford protections to the data that are 
equivalent to those in the DP Directive; or 

• The data is being sent to an entity in the U.S. that is a registered member of the Safe Harbor 
Program, administered by the U.S. Department of Commerce and enforced by the Federal 
Trade Commission.  

Several other countries have adopted similar legislation and impose comparable restrictions on the 
transfer of PII outside their borders.   

Canada, one of the countries that has received an “adequacy” ruling from the EU, allows 
Canadian provincial laws that are deemed to be “substantially similar” to its Personal Information 
Protection and Electronics Document Act (PIPEDA), to trump PIPEDA. According to the 
Canadian Privacy Commissioner, provincial laws may be deemed to be “substantially similar” if 
they are “equal or superior to PIPEDA in the degree and quality of privacy protection” provided 
[Westby 04b]. 

The U.S. privacy framework does not have an omnibus privacy law like the EU and Canada. To 
the contrary, it is quite fractured, with both state and federal laws protecting various types of data, 
such as driver’s license and social security numbers, cable television and telephone records, 
school records, insurance documents, and mailing lists. Other laws protect industry-specific 
information, such as financial and medical/health data. In addition, the federal Electronic 
Communications Privacy Act (ECPA) protects electronic communications records of public 
communications providers (cable, phone, telephony, and internet service providers) and restricts 
access by governmental entities to those records [Westby 04b]. 

The Asia-Pacific Economic Cooperation forum (APEC) has developed a hybrid privacy 
framework that is between the U.S. and EU models. The APEC Privacy Framework (Framework), 
however, is voluntary. There are certain flexible aspects of the framework that may be 
implemented by the adopting country to best suit its culture and existing laws and regulations.  

The Framework anticipates cross-border data flows, commercial use of information, and “follow-
the-sun” global operations, with data flowing across borders on a continual basis. It is certain to 
impact global operations and cross-border data flows since the 21 APEC member countries 
include the U.S., Canada, Mexico, Chile, Peru, Russia, and Australia [APEC 05]. 

In addition to privacy considerations, laws pertaining to security breaches also impose complex 
compliance requirements. Over thirty U.S. states have enacted security breach notification laws, 
requiring entities to notify persons if their PII has been breached. The requirements under these 
laws vary, with some of them applying only to public sector entities, some requiring notification 
only if the data was not encrypted, and others using a risk-based approach that requires 
notification only if the risk to the individual warrants it. The EU is considering a security breach 
notification requirement that would require notification of breaches to regulatory authorities. As 
noted earlier in this chapter, some laws and regulations, such as the GLBA and HIPAA, require 
security measures be taken to protect certain types of data.  
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Intellectual property and confidential and proprietary data have special security considerations. 
Corporations must take care to ensure that internal steps are taken to protect valuable data and 
satisfy the legal thresholds of the U.S. Economic Espionage Act of 1996 (EEA) or various other 
state and federal laws. Export control laws require similar measures to ensure that employees do 
not transfer controlled information without the appropriate license [Westby 03]. 

Data retention laws that require an organization to keep certain data for set periods of time are 
imposing yet another level of consideration for governance and ESPs. In December 2005, the EU 
Data Retention Directive was adopted by the EU parliament, with Member State compliance 
required by September 15, 2007. In the U.S., Colorado has adopted a data retention law and 49 of 
the 50 state attorneys general are encouraging the adoption of a national standard for data 
retention to assist the investigation of online sexual predators [Smedinghoff 06].  

At the federal level, communication providers can be required to preserve data relating to a 
particular investigation upon issuance of a court order to do so. All entities are required by the 
Federal Rules of Civil Procedure to preserve data relating to pending litigation or if an entity has 
reason to believe or know that litigation may occur. The preservation of data requires an 
organization to keep and not destroy certain data related to an investigation, legal matter, or 
specific action until the matter is resolved and destruction of the data is allowed. 

In addition, banking regulators and the SEC have adopted regulations regarding the duty to 
securely destroy data. These laws and regulations usually require that entities take measures to 
guard against unauthorized access to or use of the data during or after its destruction. Other data 
destruction laws require destruction of some business records after a certain amount of time 
[Smedinghoff 06]. For example, federal agencies are required to destroy various types of records 
after being held for a set period of time. These types of data destruction requirements impact the 
development and sustainment of ESPs.  

Cybercrime laws and response scenarios create numerous governance considerations. The 
interdependencies between privacy, security, and cybercrime cannot be understated. Quite simply, 
privacy compliance requirements are dependent upon effective security, and security and privacy 
breaches are cybercrimes. Thus, effective oversight of an ESP requires the blending of 
requirements for privacy, security, and cybercrime [Westby 05]. 

Cyber criminal activities often cross borders simply due to the nature of internet protocol 
technology. Therefore, investigations related to local transactions can involve cumbersome 
international legal filings and requests just to obtain cooperation with international law 
enforcement. Even though cyberspace has no borders, law enforcement, prosecutors, government 
officials and diplomats do.  

The amount of cooperation received from other countries is often dependent upon whether the 
foreign country [Westby 03] 

• has a multiple lateral assistance treaty (MLAT) with the requesting country (if not, the time-
consuming letters rogatory process must be followed. It consists of requesting government-
to-government assistance through the foreign country’s courts.) 

• requires the act to also be a crime in their jurisdiction (dual criminality) 
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• imposes conditions on extradition 

• has a 24/7 point of contact to receive assistance requests 

• has trained and skilled law enforcement capable of the search and seizure of electronic 
evidence  

• has adequate rules of criminal procedure to address chain of custody and evidentiary 
considerations 

The lead team is responsible for developing a Table of Authorities listing all applicable laws, 
regulations, directives, contracts, and other legal requirements applicable to the organization’s 
assets and systems. 

3.2.3.2 Map Assets to Table of Authorities 

Once compliance requirements have been identified, it is important to map their applicability to 
the inventory of digital assets. Risk management measures, including categorization of assets, 
determination of controls, and the development of policies and procedures, will be undercut or 
ineffective if compliance requirements are not correctly linked to the assets. This map helps 
identify training requirements or needed technical tools. This is a task jointly undertaken by the 
GC, CSO, and CPO, with the GC having the primary lead. 

3.2.3.3 Map and Analyze Data Flows 

The CPO has lead responsibility for mapping data flows and is assisted by the CSO, BM, and AO 
as needed. The mapping of data flows across jurisdictions helps identify compliance and liability 
risks and is invaluable in categorization and control activities. The map guides the X-team in 
ensuring that appropriate policies and procedures are in place in the various jurisdictions. Data 
flow maps provide valuable input to BLEs in strategic planning and decision-making, as they can 
visually “see” the flow of their operational information. Data flow maps are helpful to BLEs in 
understanding the impact of certain operational shifts. They identify what data is transmitted to 
jurisdictions without privacy protections or cybercrime laws and show what alternative measures 
may be available, such as contract clauses, to help organizations meet their compliance 
obligations.  

Legal publications and guides, often developed by law firms, are useful tools in analyzing cross-
border data flows and legal risks and compliance obligations. [Baker 06, EPIC 06]  

3.2.3.4 Map Cybercrime and Notification Laws and Cross-border Cooperation to Data Flows 

Data flow maps serve as the starting point for mapping cybercrime and security breach 
notification laws that apply in the jurisdictions where the data is sent. This activity is led by the 
GC, with the assistance of the CSO, CPO, and BLE as needed. This mapping includes information 
specific to each jurisdiction, such as the laws that apply, cooperation considerations (such as 
whether a Mutual Legal Assistance Treaty (MLAT) is in force or the CoE Cybercrime 
Convention has been ratified), notification requirements, and more.  
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It helps organizations to 

• work through potential response scenarios 

• plan international cooperation with law enforcement 

• understand the jurisdictional considerations in investigations and prosecutions 

• establish points of contact and build relationships with necessary public and private sector 
entities 

• ensure policies, procedures, and technologies help mitigate risks and ensure the organization 
meets the legal thresholds of cybercrime laws.  

This mapping is a key input into the development of policies and procedures as well as incident 
response and crisis communication plans so it is useful in strategic planning and business unit 
management. 

3.2.3.5 Conduct Privacy Impact Assessments and Privacy Audits 

The CPO leads the development of privacy impact assessments (PIAs) for all PII that is being 
collected, processed, and stored. PIAs are useful in understanding the full impact of data flows 
and mitigating risks associated with PII. The U.S. Government’s Office of Management and 
Budget defines a PIA as the following: 

An analysis of how information is handled: (i) to ensure handling conforms to applicable 
legal, regulatory, and policy requirements regarding privacy, (ii) to determine the risks and 
effects of collecting, maintaining, and disseminating information in identifiable form in an 
electronic information system, and (iii) to examine and evaluate protections and alternative 
processes for handling information to mitigate potential privacy risks [Bolton 03].  

The U.S. Department of Homeland Security has published guidance on the development of PIAs 
that is equally applicable in the private sector environment [DHS 06].  

Changes in operations and the legal landscape require constant and detailed attention to ensure 
that new risks are not left unchecked and that all relevant documentation is updated through 
effective change management procedures.  

Few operations remain static over the course of a year. Moving operations to a different location 
or to an outsource provider, changing authentication technology, increasing remote access to PII, 
and other technological or operational changes can have a significant impact on privacy 
compliance.  

CPOs should conduct periodic privacy audits to verify that privacy compliance requirements are 
being met, policies and procedures are being complied with, and that operational and 
technological changes have been properly handled and have not impacted privacy protections. 
The GC and CSO may assist in these activities as needed. 

Artifacts: The artifacts produced during these activities include the following: 

• Table of Authorities 

• Mapping of Assets and Authorities 
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• Mapping and Analysis of Data Flows 

• Mapping of Cybercrime and Notification Laws and Cross-Border Cooperation 

• Privacy Impact Assessments 

• Privacy Audit Report 

3.2.4 Governance Category Activities #4 – Assessments and Strategy  
• Conduct Threat, Vulnerability, and Risk Assessments (including System C&As) 

• Determine Operational Criteria 

• Develop and Update Security Inputs to the Risk Management Plan 

• Develop and Update Enterprise Security Strategy (ESS) 

3.2.4.1 Conduct Threat, Vulnerability, and Risk Assessments 

After compiling information describing digital assets and legal and compliance requirements, the 
next step in the development and sustainment of an ESP involves conducting threat, vulnerability, 
and risk assessments. The CSO leads the assessment activities, with assistance from the BLEs, 
BM, and OP, with oversight by the BRC. If a certification of the system is being performed, the 
CA will share a lead role with the CSO. 

In their insightful publication, Information Security Governance: What Directors Need to Know 
[IIA 01], the Institute of Internal Auditors noted: 

Like due diligence, there is no end to assessing information security. Technology’s rapid 
pace necessitates continuous upgrading and maintenance. Management, with appropriate 
board oversight, must determine the economic “point of no return” in assigning resources. 
There is a continuous cost/benefit trade-off and a need to prioritize and focus resources on 
assets that must be protected.  

Governance of digital assets is about managing the risks that compromise those assets to the 
detriment of the organization. FISMA requires federal agencies and departments to manage 
information security commensurate with the “risk and magnitude of the harm resulting from the 
unauthorized access, use, disclosure, disruption, modification, or destruction” of information and 
systems [FISMA 02]. This involves balancing the operational and economic costs of security 
controls with gains in competitiveness and other organizational benefits derived from protecting 
the digital assets that support the business mission and functions.  

NIST [Stoneburner 02] defines risk as “a function of the likelihood of a given threat-source’s 
exercising a particular vulnerability, and the resulting impact of that adverse event on the 
organization.”  

That is, risk exists where a threat intersects with a vulnerability [Bowen 06]. NIST’s Risk 
Management Guide for Information Technology Systems (NIST 800-30) [Stoneburner 02] neatly 
explains this definition for risks to IT systems: 

To determine the likelihood of a future adverse event, threats to an IT system must be 
analyzed in conjunction with the potential vulnerabilities and the controls in place for the IT 
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system. Impact refers to the magnitude of harm that could be caused by a threat’s exercise of 
a vulnerability. The level of impact is governed by the potential mission impacts and in turn 
produces a relative value for the IT assets and resources affected (e.g., the criticality and 
sensitivity of the IT system components and data). 

It is impossible to conduct an effective organizational assessment based on risk and magnitude of 
harm without collectively analyzing the risks associated with each system. Effective risk 
management must, therefore, be integrated into the system development life cycle (SDLC) 
[Grance 04b]. 

There are five phases in an SDLC: initiation, development or acquisition, implementation, 
operation or maintenance, and disposal. A system can be within several phases at one time, which 
is not problematic because the same iterative risk assessment process is applied at each phase 
[Stoneburner 02]. It may be tempting for management to incorrectly determine that governance 
does not extend this far into the ESP process and turn this risk assessment activity over to 
technical experts. NIST [Bowen 06] notes: 

[T]he risk management process should not be treated primarily as a technical function 
carried out by the information security experts who operate and manage the information 
security system, but as an essential management function of the organization that is tightly 
woven into the system development life cycle…. 

Risk assessments can be performed in various ways to meet the needs of the organization. The 
depth of a risk assessment varies according to the criticality and sensitivity of the system, which is 
based upon categorization of the applications it runs, the networks it uses, and the information it 
stores and transmits (for more information, refer to section 3.25, Governance Activities during 
Integration and Operations #1 – Categorization and Controls, later in this chapter). It is through 
this process that organizations identify their “critical digital assets,” i.e., those assets that are 
critical to the organization’s viability, profitability, and sustainability. Examples of critical assets 
can include trade secrets, important processing applications, proprietary distribution and supply 
lists, customer files, just-in-time inventory systems, early warning systems, accounts receivable 
data, and the like.  

System risks may be managed through system self-assessments and the disciplined and structured 
certification and accreditation (C&A) process [Swanson 01, NIST 05, Ross 04]. System C&As 
support the risk management process and are performed on a regular basis. NIST guidance calls 
for C&As to be performed on government systems every three years. The term security 
certification refers to the assessment of the agreed-upon security controls in an information 
system to determine the effectiveness of those controls. The certification documentation indicates 
the effectiveness of controls including policies and procedures, and identifies weaknesses, 
vulnerabilities, or deficiencies that need to be addressed. The documented results of the 
certification process identify the risk and magnitude of harm the system poses to the enterprise 
missions. The BLE uses the risk self-assessment and C&A results to decide whether to issue an 
accreditation letter authorizing the system to operate, granting interim authority to operate, or 
denying authority to operate. While C&As as defined by NIST are for U.S. government systems, 
this structured approach can be applied to any system. 
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As examples, Figure 3.1 in NIST 800-30 [Stoneburner 02] and CERT’s OCTAVE25 
(Operationally Critical Threat, Asset, and Vulnerability Evaluation) describe useful risk 
assessment processes and methods that are instructive and applicable to all organizations. 

3.2.4.2 Determine Operational Criteria 

The BLE has the lead in determining operational criteria, with assistance from BMs. Operational 
criteria are determined in part by the risk assessment process and in part by the BLEs and the 
operational and strategic goals of the enterprise. Criteria can include system availability and 
bandwidth requirements, restrictions on access to assets, system interconnectivity requirements 
(internal and external), remote or third party access, physical parameters (such as exceptionally 
hot or dirty environments or public access to operational areas), etc. The need for security 
technical solutions, such as encryption software, identity management systems, and monitoring 
and anomaly detection systems are often determined by operational criteria.  

The BRC has the responsibility to ensure that (1) operational criteria align with risk assessments 
and the organization’s risk management plan, and (2) the ESP supports the operational criteria. 

3.2.4.3 Develop and Update Security Inputs to the Risk Management Plan 

The risk management plan (RMP) is an organization’s overall governing risk plan. The RMP 
encompasses the full range of risks to people, products, plants, processes, policies, procedures, 
systems, networks, and information (P6STNI) [Westby 05, see also ISACA 05a]. Risk 
assessments are the underpinnings of the RMP; they are analyzed and form the basis for the 
avoidance, acceptance, or mitigation of identified risks. RMPs may accommodate or mitigate 
certain risks through controls or insurance. Security inputs to the RMP are developed by the CSO, 
with the assistance of the CPO, CIO, and GC and oversight by the BRC. 

3.2.4.4 Develop and Update Enterprise Security Strategy 

An enterprise security strategy (ESS) supports the organization’s RMP and performance goals. It 
is developed by the CSO, with input from the CPO and oversight by the BRC. The ESS serves as 
a long-range (usually three- to five-year) plan which guides the organization in the deployment 
and sustainment of its ESP. The ESP requires continual review and improvement to accommodate 
(a) changes in laws, regulations, directives, or contractual obligations; (b) shifts in business unit 
mission or corporate strategy and operations; and (c) new security risks, technological 
innovations, or changes in system architecture requirements. Absent dramatic operational shifts, 
the ESS remains relative static and, while referenced frequently and reviewed annually, it is 
revised at set intervals. 

Artifacts: The artifacts produced during these activities include the following: 

• Risk Assessments 

• Certification Letters 

• Operational Criteria 
 
25  http://www.cert.org/octave/. 

http://www.cert.org/octave/
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• Security Inputs to Risk Management Plan 

• Enterprise Security Strategy 

3.2.5 Governance Activities during Integration and Operations #1 – Categorization 
and Controls 

• Categorize Assets by Levels of Risk and Magnitude of Harm 

• Determine and Update Necessary Controls  

• Develop and Update Key Performance Indicators and Metrics 

3.2.5.1 Categorize Assets by Levels of Risk and Magnitude of Harm 

The categorization of assets is one of the most important steps in the development and 
sustainment of an ESP. It is carried out by the CSO and BLE, with assistance from the CPO, GC, 
and BM as needed and with oversight by the BRC. The importance of the BLE in this process 
cannot be overstated. Business missions and critical assets are protected through proper 
categorization. Only the BLE understands the importance of these assets and assumes the risk 
they pose to the organization. The CSO plays a guiding role and ensures that a consistent 
approach is used in the categorization process across all business units and that the process is 
completed in a timely manner.  

This activity is of such a critical nature that FISMA mandates that federal agencies follow the 
standard developed by NIST for security categorization, the Federal Information Processing 
Standards Publication 199 (FIPS 199).  

The FIPS 199 standard [FIPS 04] notes:  

The security categories are based on the potential impact on an organization should certain 
events occur which jeopardize the information and information systems needed by the 
organization to accomplish its assigned mission, protect its assets, fulfill its legal 
obligations, maintain its day-to-day functions, and protect individuals.  

Using the threat and vulnerability inputs derived from previous activities, categories are 
determined based upon the impact that the compromise of an asset would cause to the 
organization. Categories are assigned to all assets in a system based upon three risk factors: 
confidentiality, availability, and integrity (CAI). Categories of High, Moderate, Low, or Top 
Secret, Secret, and Confidential are the usual designations for tiers of protection. NIST uses the 
former, which this chapter uses as well.  

Databases, applications, and networks are each categorized based on impacts and losses that can 
result from compromises of confidentiality, availability, and integrity [Westby 05, FIPS 04]: 

• Confidentiality: maintaining restrictions on access and disclosure, including protections for 
PII 

• Integrity: protecting against data sabotage, destruction, or modification and preserving 
qualities of non-repudiation and integrity of data 

• Availability: providing reliable access to the asset 
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General rules of thumb in making category determinations are the following [Barker 04a, Barker 
04b, Westby 04b]: 

• Low: the loss of confidentiality, integrity, or availability is expected to have a limited impact 
on operations, assets, or personnel. The incident would degrade operations to the extent that 
primary functions could still be performed but they would be less effective. There would be 
minor harm to assets or individuals and minor financial losses. 

• Moderate: the loss of confidentiality, integrity, or availability is expected to have a serious 
impact on operations, assets, or individuals. The incident would significantly degrade 
operations to the extent that primary functions could still be performed but the effectiveness 
would be substantially reduced. There could be significant damage to assets, and substantial 
financial losses, and personnel could be seriously harmed (but no life threatening injuries or 
death) 

• High: the loss of confidentiality, integrity, or availability is expected to have a severe or 
catastrophic impact on operations, assets, and personnel. The incident would impact 
operations such that primary functions may not be able to be performed, assets could suffer 
major damage, major financial losses could be incurred, and personnel could lose their life or 
suffer life threatening injuries.  

Table 3 indicates a sample categorization of a medical claim system that is connected to several 
health provider systems. The highest category (high, moderate, low) based on the three factors 
(CAI) establishes the security category for the asset. Using the two database assets in the table as 
an example, the claims database is assigned a confidentiality category of low because there is no 
PII or other protected information on this database. The integrity of the claims is more important, 
however, so that category is deemed to be moderate.  

Disruptions to the availability of the claims database would only moderately impact the 
organization, so a moderate category is assigned. Since the highest category assigned is moderate, 
that is also the final category for that asset. The patient database, however, does contain both 
identifying information and sensitive PII (race, age, medical diagnosis, and treatment). Therefore, 
its categorization levels are high for confidentiality and integrity, but moderate for availability 
since disruptions would only moderately impact the organization. Its final categorization is high. 
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Table 3: Categorization of a Medical Claim System 

 Asset Confidentiality Integrity Availability Category 

Networks General      
Support      
Network 

Low Low Moderate Moderate 

Applications Claims        
Processing 
Application 

Low Moderate Moderate Moderate 

Databases Claims       
Database 

(no PII) 

Low Moderate Moderate Moderate 

 Patient       
Database 

High High Moderate High 

 

3.2.5.2 Determine and Update Necessary Controls 

Controls could be considered the gates, guards, and locks protecting IT assets. They are 
determined by the CSO, with assistance from the CPO, BLE, BM, and GC as needed, and 
oversight by the BRC. Since BLEs assume the risk for their systems, it is important that BLEs and 
BMs take more than a passive role in this activity to ensure controls are effective, are consistent 
with how business operations are performed, and are understood by employees. Security controls 
are defined as the following [Ross 05a]: 

The management, operational, and technical safeguards or countermeasures prescribed for 
an information system to protect the confidentiality, integrity, and availability of the system 
and its information. 

There are three classes of controls: technical, managerial, and operational. Technical controls can 
be incorporated into the hardware, software, or firmware. Non-technical controls support 
management and operational activities or processes. Controls can be used for various purposes: to 
support an activity or function, to prevent an event from occurring, to detect an event, or support 
recovery efforts [Westby 05]. Baseline controls are used to achieve the minimum security needed 
for a system [Ross 05a]. 

Security controls have three components [Ross 05a]: 

• Control section – a concise statement regarding the specific security action or practice 
required to protect some aspect of an asset. Organizations are allowed flexibility in 
determining the protections needed. 

• Supplemental guidance – additional information regarding the security control, for example, 
frequency of backups or the transfer rate required to restore a system. 

• Control enhancements – statements describing additional capabilities or functionalities 
needed from a control. 
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One of the leading de-facto standards for the definition and audit of IT controls (including 
security) is CobIT26 (Control Objectives for Information and related Technologies) [ITGI 05b]. 
CobIT describes a framework for IT governance and IT audit. It is intended to ensure the 
effectiveness, efficiency, confidentiality, integrity, availability, compliance, and reliability of 
information and the systems used to process information. CobIT is organized into four domains 
(planning and organization, acquisition and implementation, delivery and support, and 
monitoring), 34 high-level control objectives, and 318 detailed control objectives. [Allen 06d] 
Other leading standards that define IT and security controls include ISO 17799 [ISO 05a], NIST’s 
Recommended Security Controls for Federal Information Systems [Ross 05a] and its 
accompanying Annexes, and the Federal Information System Controls Audit Manual (FISCAM) 
[GAO 99].   

3.2.5.3 Determine and Update Key Performance Indicators and Metrics 

CSOs must strive to establish security key performance indicators (KPIs) and monitor and 
measure the effectiveness of security controls. The CSO has lead responsibility for this activity, 
with assistance from the BLE, BM, OP, and CIO as needed, with oversight by the BRC. KPIs are 
preset performance points, or measures, used to determine whether the desired level of security is 
being achieved. Performance metrics can be assigned at the organizational and system level.  

Organizational KPIs help measure an organization’s fulfillment of its strategic goals and 
objectives [Chew 06].  

Security KPIs at the operational level can include the number of security incidents, the number of 
times a policy was violated, the number of attempted intrusions to a system, the cost of system 
down time, and more. Operational metrics from security technologies such as anti-virus software, 
intrusion detection/intrusion prevention systems, enterprise security management consoles, log 
analysis, and the Center for Internet Security27 testing tools are valuable aids in evaluating 
technical controls. (See also a reference in the bibliography for these chapters from the Corporate 
Information Security Working Group [CISWG 04] for a set of security metrics at the governance, 
management, and technical levels.) 

Security metrics are based on security goals and objectives and are quantifiable measurement data 
regarding the effectiveness of security controls. The BRC and senior management must ensure 
that the metrics accurately reflect the effectiveness of the ESP and support the organization’s 
strategic and operational processes [Westby 05, Swanson 03].  

NIST has developed excellent guidance on the assessment of security controls that may be helpful 
to private organizations in undertaking this activity [Ross 05b]. 

 

 

 
26  http://en.wikipedia.org/wiki/COBIT 

27  http://www.cisecurity.org/ 

http://en.wikipedia.org/wiki/COBIT
http://www.cisecurity.org/
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Artifacts: The artifacts produced during these activities include the following: 

• Categorization of Assets 

• Assignment of Controls 

• Key Performance Indicators and Metrics 

3.2.6 Governance Activities during Integration and Operations #2 – Crisis and 
Incident Planning  

• Develop, Update, and Test Incident Response Plan 

• Develop, Update, and Test Crisis Communication Plan 

• Develop, Update, and Test Business Continuity and Disaster Recovery Plan 

• Develop, Update, and Verify Third Party and Vendor Requirements 

3.2.6.1 Develop, Update, and Test Incident Response Plan 

The incident response plan is one of the most important artifacts in an ESP. It is the responsibility 
of the CSO, with oversight by the BRC. The CIO, BLE, GC, and PR assist in the development of 
the IR plan. The BLE must ensure that the incident response plan supports business goals and 
objectives and is in line with the risk that the BLE has accepted for the system. In addition, the 
BLE needs to guard against IR activities that may be overly disruptive to business operations.  

The IR plan can be viewed as the first line of defense in an ESP. Incident response plans must 
accommodate all kinds of threats to assets committed by both insiders and those external to the 
organization: viruses, worms, and other malicious code; denial of service attacks; economic 
espionage and theft; unauthorized access; inappropriate usage; sabotage; destruction of data and 
more. Some incidents can develop into crises while others can undermine the effectiveness of an 
ESP if not properly managed. Therefore, prioritizing incidents is an important part of any IR plan.  

An IR plan requires qualified personnel with assigned responsibilities consistent with SOD, 
policies and procedures, a communications plan, guidelines for preservation of evidence and 
forensic data, periodic reporting, and training. 

 Documentation of events and interactions with others is very important in managing incidents, 
analyzing responses, and improving response capabilities [Grance 04a]. (See also the CERT 
Computer Security Incident Response Team (CSIRT) home page28 for additional guidance.) 

Incident response plans play an important role in managing legal risks and liabilities. Lawsuits 
regarding cyber incidents are becoming more frequent, and how organizations respond to 
incidents can often significantly impact legal matters down the road. Increasingly, in-house and 
outside counsel are leading investigations of cyber incidents to ensure that appropriate forensic 
data is preserved and evidentiary considerations are taken into consideration. Additionally, 
counsel’s lead role may, in certain circumstances, enable organizations to protect sensitive 
information under the claim of attorney work product or attorney-client privilege.  

 
28  http://www.cert.org/csirts 

http://www.cert.org/csirts
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3.2.6.2 Develop, Update, and Test Crisis Communications Plan 

PR takes the lead in developing a crisis communications (CC) plan, with oversight by the BRC. 
The CSO, CIO, and BLE assist as needed. Crisis communication plans go hand-in-hand with 
incident response and business continuity planning. It is essential that leaders work through 
communications in response to possible scenarios before they occur.  

They should determine the following: 

• Who will speak to employees, what information will be relayed, and over what medium 
(internet, internal or external website, telephone, etc.)? 

• Who will interact with first responders (if required)? 

• Who will speak to the press and who decides what will be said? 

• Who will speak to investors and analysts? 

• Who will speak to law enforcement and determine what information will be shared?  

• Who will speak to regulators or other government officials? 

• Who will manage cross-border communications? 

• What is the central contact point? 

• If a security breach occurs at a third party or outsource vendor, when will the client be 
notified and what will be the plan of communications? 

While most incidents do not require all of the foregoing, it is the one incident that does that can 
result in damage to corporate reputation, market share, and stock price.  

Clear lines of responsibility and SOD must be given careful consideration in the development of 
crisis communication plans, but there is no substitute for testing, evaluating, reviewing, and 
continually updating and maintaining IR and CC plans. 

3.2.6.3 Develop and Update Business Continuity Plans and Disaster Recovery Plans 

Risk management of IT assets necessarily involves ensuring that an organization has the ability to 
maintain or recover operations in times of disruptive or catastrophic events. The current 
buzzwords are “resilience” and “redundancy” – an organization’s ability to adaptively respond to 
disruptive events and tolerate being affected by them. The CSO, CIO, and BLE share 
responsibility for the development of BC/DR plans, with assistance from the BM and OP as 
needed and with oversight by the BRC. The BLE is integrally involved in the development, 
maintenance, and testing of BC/DR plans and is the interface point between IT and business 
operations to ensure operations are, in fact, continued in a manner consistent with the RMP and 
ESS. BC/DR plans serve as the foundation for policies, procedures, and processes that will guide 
an organization through an array of incidents and keep it viable, profitable, and competitive.  

Fortunately, BRCs and CSOs can now look to excellent guidance in these efforts from best 
practices developed by NIST, ISO, British Standards Institution (BSI), and other organizations. 
BSI, the original developer of the standard for information security, has developed a standard for 
business continuity, BS 25999 [BSI 06].  
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Regarding management’s role in BC, BS 25999 notes: 

Top management, especially in a large multinational organization, might not be directly 
involved; however, top management accountability through the chain of command is 
manifest. In a small organization, top management might be the owner or sole proprietor.  

BS 25999 does not, however, cover civil emergencies and related emergency planning. Because 
of the possibility of events such as natural disasters and terrorist attacks, organizations must 
prepare for all types of emergencies. While a plan does not need to be developed for every 
possible outage, it is essential that plans be developed for high-impact scenarios.  

The designation of recovery time objectives (RTO) is an important control [BSI 06]. In addition, 
technology recovery plans for restoring IT services to an organization – often through an alternate 
location – must dovetail with business continuity plans [Westby 05]. It is important to analyze the 
scalability of incidents and manage the risks to prevent incidents from becoming crises. BC 
planning must take into account outsourced activities since they may carry a higher risk than those 
performed internally [BSI 06].  

The artifacts developed in the ESP are important to BC/DR planning. The inventory of assets, 
particularly those assets that have been identified as critical to the organization’s goals, objectives, 
strategies, and competitiveness are key inputs to the development of BC/DR plans [BSI 06, 
Westby 05]. In addition, the system descriptions are valuable, and asset owners can help 
determine how systems are to be handled in a BC/DR scenario. 

Once a BC/DR plan has been developed, it is essential that it be tested through effective exercises, 
evaluated, and kept up-to-date. Exercises should involve critical stakeholders and test the 
technical, logistical, administrative, procedural and operational systems of the BC/DR plan [BSI 
06]. 

3.2.6.4 Develop, Update and Verify Third Party and Vendor Requirements 

This CSO and CIO share the lead responsibility for this activity, with input from the BLE and 
oversight by the BRC. It is important that organizations step back and analyze what operations are 
being performed by third parties, such as business partners, suppliers, and vendors. The priorities 
and responses that might take place internally may not be appropriate or the same outside an 
organization. The work may carry higher risk because it is performed by an outside party, 
requiring added controls, reviews, policies and procedures, or governance measures.  

For example, leaders may not ever know about a security breach of corporate data at a vendor 
location unless specific requirements are in place governing such circumstances. Likewise, a 
vendor may make statements to the press, share information with law enforcement, or destroy or 
fail to preserve logs and important evidence. In addition, grave and important security 
considerations surround the development of software and hardware and the risk of built-in 
backdoors or exploits (hidden code that permits unauthorized access). Thus, it is important that 
ESP requirements be transferred to third parties and vendors and modified where appropriate to 
manage risk. Controls, metrics, reporting, auditing, and effective governance structures help 
organizations analyze and verify whether their security program is effectively implemented by 
outside parties and risks are managed or mitigated. 
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Artifacts: The artifacts produced during these activities include the following: 

• Incident Response Plan 

• Incident Response Plan Test Report 

• IR Reports 

• Crisis Communications Plan 

• Crisis Communications Plan Test Report 

• CC Reports 

• Business Continuity/Disaster Recovery Plan 

• BC/DR Plan Test Report 

• Third Party and Vendor Requirements for IR, CC, and BC/DR  

• Third Party and Vendor Requirements Verification Report 

3.2.7 Governance Activities during Integration and Operations #3 – Security Plan 
• Develop and Update Enterprise Security Plan 

• BRC Approval of Enterprise Security Plan 

3.2.7.1 Develop and Update Enterprise Security Plan 

The foregoing activities have each contributed to the development of a security plan that serves as 
the overarching plan for the organization. The development of the plan is the primary 
responsibility of the CSO, working with the X-team, and designated operational personnel, with 
oversight by the BRC. The plan is developed based on the business unit security plans (if the 
organization is large enough) and requirements from system security plans. This “bottom-up” 
approach (from system plans upward), combined with the more “top-down” input from the RMP, 
ESS, and top-level policies, converge in the process of developing the enterprise security plan. 
This methodology helps ensure that security requirements support business goals and objectives, 
rather than constrain them. It is important that the same critical inputs discussed in Chapter 2, 
“Defining and Effective Enterprise Security Program,” Figure 2, are factored into the enterprise 
security plan so that managerial, legal, operational, and technical considerations for the entire 
organization are accommodated.  

3.2.7.2 Approval of Security Plan 

The BRC has the responsibility for final approval of the enterprise security plan. This involves a 
close review of the plan, including verifying that it is in line with the RMP, ESS, and top-level 
management policies.  

In addition, the BRC should undertake an assessment regarding whether [Westby 05]: 

• all system security plans have been integrated into the plan 

• critical assets are adequately protected 

• baseline security requirements are met 
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• controls, metrics, and governance processes are adequate 

• appropriate SOD (or counterbalancing approvals or checkpoints) is in place for more 
detailed security responsibilities 

• the BC/DR, IR, and CC plans are incorporated into the plan 

The BRC signs off on the enterprise security plan through a formal letter of approval of the plan. 
This letter is an important artifact in the ESP. 

Artifacts: The artifacts produced during these activities include the following: 

• Enterprise Security Plan 

• BRC Approval Letter for the Enterprise Security Plan 

3.2.8 Governance Activities during Implementation and Evaluation – Implement 
and Train  

3.2.8.1 Develop and Update ESP Implementation and Training Plans 

The truth to the expression “security is only as good as its weakest link” is often realized when 
excellent security programs fail due to the lack of proper implementation and training of 
personnel. In 2002, the FTC initiated action against Eli Lilly for its inadvertent failure to uphold a 
privacy promise it had made to patients using Prozac, even though it had a policy covering the 
operational processes. The FTC’s complaint alleged the company’s claim of privacy and 
confidentiality of this information was deceptive because of “failure to maintain or implement 
internal measures appropriate under the circumstances” to support the policy” [FTC 02a]. 
According to the FTC, Eli Lilly failed to [FTC 02a]: 

• provide appropriate training for employees regarding consumer privacy and information 
security 

• provide appropriate oversight and assistance for the employee who mistakenly disclosed the 
identities of the patients through a “string listing” of patient email addresses 

• implement appropriate checks and controls on the process  

The consent decree required Lilly to establish a four-part security program with reasonable and 
appropriate administrative, technical, and physical safeguards to protect PII against any 
reasonably anticipated risks to its security [FTC 02b]. The FTC’s strong message in the Lilly case 
was that policies on paper are not enough; people need to be trained and the policy needs to be 
integrated into daily operations through effective procedures, with appropriate controls put in 
place to help prevent mistakes.  

The CSO has the primary responsibility to develop the implementation plan with oversight by the 
BRC. X-Team involvement from the CPO, HR, BLE, PR, CIO, and GC is critical. The BLE plays 
a key role in ensuring that business unit personnel are engaged and understand the importance of 
policies and procedures and the associated training they will receive. Additional input is provided 
by the BM, AO, and OP.  
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The training plan must go beyond security awareness and identify target audiences that require 
specialized training regarding privacy and security responsibilities. For example, boards and 
senior management must receive training regarding their governance responsibilities in 
developing and sustaining ESPs. 

Business managers require another level of security training, and so on, down to the training of 
operational personnel who handle, transmit, and have custody of data. Therefore, a variety of 
training modules must be developed and delivered to a wide range of personnel according a 
planned schedule. Many personnel will need to receive more than one type of training (e.g., 
security awareness, security governance, security of operational data during specific processes, 
and the like). 

Artifacts: The artifacts produced during this activity include: 

• Implementation Plan and Results 

• Training Plan and Schedule 

3.2.9 Governance Activities during Capital Planning and Reviews/Audits #1 – 
Funding 

3.2.9.1 Determine Security Business Case, Return on Investment, and Funding 

One of the most perplexing areas of cyber security is  

• understanding how to make a business case that justifies investment and expenditures on 
security 

• calculating return on investment 

• determining the appropriate allocation of resources for the development, implementation, 
and sustainment of the ESP 

The U.S. Office of Management and Budget has issued memoranda and NIST has published 
guidance regarding integrating security requirements into the SDLC and capital planning and 
investment processes for all federal systems. This area is decidedly unsettled, however, outside 
the U.S. government. NIST Special Publication 800-65, Integrating IT Security into the Capital 
Planning and Investment Control Process [Hash 05], offers invaluable guidance that, for the most 
part, can be adapted to the private sector environment and budgetary process.  

Research conducted by Lawrence Gordon and Martin Loeb at the University of Maryland 
[Gordon 06] advances the discussion regarding the economics of cyber security and its return to 
organizations.  

All too often, the allocation of financial resources for ESPs is based upon 

• limited input from a couple of executives or reports 

• what has been spent in previous years 

• whether any serious breach has occurred before 
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• whether security measures are a compliance requirement that has criminal or serious 
consequences  

• what funds other business units are willing to throw into the “security pot” 

Each of these is an invalid approach, and collectively, they leave an organization vulnerable to a 
full range of risks to its operations, processes, people, facilities, networks, applications, and data. 
Instead, financial resources must be allocated to support the following: 

• ESP activities (including security requirements) 

• POAM corrective actions 

• training programs 

• monitoring and enforcement activities 

• special assistance, such as forensic expertise, outside legal counsel, technical experts 

• periodic (no less than annual) reviews of the ESP and ongoing maintenance activities  

The CSO and CFO share the lead responsibility for this activity, with oversight by the BRC. The 
resources allocated to the ESP are recommended by the BRC and approved by the board of 
directors. 

Artifacts: The artifacts produced during this activity include the following: 

• ESP Security Investment Requirements and ROI Analysis 

• Board Approved Budget for the ESP 

3.2.10 Governance Activities as part of Capital Planning and Reviews/Audits #2 – 
Reviews and Audits 

3.2.10.1 Conduct Formal Review and Audit of ESP 

Formal reviews of an ESP, business unit security plans, and system security plans are essential, 
lest an organization lose control of its digital assets and processes and be subject to increased risk. 
Changes in business operations, top-level policies, compliance requirements, technological 
vulnerabilities and innovations, shifts in personnel, and budgetary limitations can impact every 
aspect of business operations, including the security program. The artifacts produced in the 
development of an ESP serve as important risk documentation and guide courses of action 
throughout the year. It is essential that they be kept up-to-date and be viewed as trusted resources. 
These artifacts must evolve with business operations, accommodate new legal liabilities and risks, 
and stay aligned with the RMP and ESS.  

Formal reviews of the ESP should take place no less than once per year. The CSO leads the 
review, with assistance from the X-team and oversight by the BRC. The BRC approves the formal 
review report. Simultaneously, the board audit committee (BAC) and internal and external 
auditing personnel may be conducting annual audits of the ESP. The results of the reviews and 
audits serve as valuable cross-checks and help limit risks and liabilities. They help identify 
deficiencies and ensure policies and procedures are complied with and controls are effective.  
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The BAC and internal and external auditors conduct an independent review of the ESP and issue 
their own reports. In the course of their audit work, they validate and verify that 

• the proper governance structure is in place 

• the RMP, ESS, and enterprise security plan are followed 

• risk assessments are adequate and linked to the RMP, ESS, and enterprise security plan 

• roles and responsibilities are fulfilled and SOD is effective 

• compliance and legal requirements are identified and met 

• privacy impact assessments are complete and privacy requirements are met 

• the inventory of assets is complete, up-to-date and properly categorized 

• controls and KPIs are effective and properly implemented 

• best practices and standards are followed and security configuration settings are defined and 
deployed 

• policies and procedures are current and compliance is monitored and enforced 

• supporting plans (BC/DR, IR, CC, and change management) are tested and followed 

• third parties and vendors are meeting their requirements 

• systems within the program are certified and accredited 

• material system weaknesses are identified and addressed through POAMs 

• security investments are adequate and subject to ROI or equivalent analysis, as for other 
business investment decisions, and security ROI is tracking to plan 

• the findings of previous audits and reviews have been incorporated into the current RMP and 
enterprise security plan and deficiencies and material weaknesses have been corrected 

Artifacts: The artifacts produced during these activities include the following: 

• Report on Annual Review of ESP 

• Report on Annual Audit of ESP (internal report and external auditor reports) 

3.3 ADDITIONAL CONSIDERATIONS 

3.3.1 Keeping Up With the Pace of Technology 

Security of assets evolves with technological innovations. Just as ESPs become stable, new 
technologies – as well as new vulnerabilities and threats – require BRCs and X-team members to 
adapt to the pace of technology change and ensure that the ESP stays ahead of the risks that come 
with new innovations. Today, the digital revolution is impacting organizations in a much more 
subtle way than the internet did in the mid-1990s.  

The following areas require special attention because they pose particular security risks to 
enterprises and may require changes to the way the organization approaches the management and 
security of its assets: 
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• mitigating the exploitation of new technologies 

• security of web services 

• securing radio frequency identification (RFID) systems 

• personal identity verification (PIV) and identity management 

• personal digital assistant (PDA) and other mobile devices (security of the device, 
safeguarding information on the device, and forensics regarding intrusions or attacks) 

• security of Voice Over Internet Protocol (VOIP) systems 

• Security of wireless devices (802.11, Bluetooth, handheld devices) 

• sanitization of media 

NIST has published guidance in each of these areas that is useful to public and private sector 
organizations. In addition, it is important to understand the risks associated with new technologies 
either on the horizon or in early stages of deployment, such as virtualization of machines and grid 
computing.  

Sources for keeping up to date on current and emerging attack trends include US-CERT’s29 
Security Alerts and Current Activity and the SANS30 Institute’s list of Top-20 Internet Security 
Attack Targets. 

3.3.2 Best Practices and Standards 

As boards and corporate leaders approach the governance and development of ESPs, it is 
important that they carefully select and implement best practices and standards that are 
appropriate for the security of their business operations. Although not a comprehensive listing, 
some of the better known standards and guidelines for sound practices are listed below.  

The good news is that these practices are, for the most part, consistent. Some organizations have 
undertaken valuable practice mappings that can be useful when acquiring and integrating systems 
that are documented based upon different standards [ITGI 05a]. 

• ISO/IEC 13335: Information Technology – Security Techniques – Management of 
information and communications technology security – 4 parts (1998-2004) 

• ISO/TR 13569: Financial Services – Information Security Guidelines (2005) 

• ISO/IEC TR 14516: Information Technology – Security Techniques – Guidelines for the use 
and management of Trusted Third Party services (2002) 

• ISO/IEC 15408: Information Technology – Security Techniques --- Evaluation Criteria for 
IT Security (Common Criteria) – 3 parts (2005) 

• ISO/IEC 15446: Information Technology – Security Techniques – Guide for the Production 
of Protection Profiles and Security Targets (2004) 

 
29  http://www.us-cert.gov/ 

30  http://www.sans.org/top20/ 

http://www.us-cert.gov/
http://www.sans.org/top20/
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• ISO/TR 15801: Electronic imaging – Imaging Stored Electronically – Recommendations for 
trustworthiness and reliability (2004) 

• ISO/IEC 17799: Information Technology – Security Techniques – Code of practice for 
information security management (2005) [ISO 05a] 

• ISO/IEC TR 18045: Information Technology – Security Techniques – Methodology for IT 
Security Evaluation (2005) 

• ISO/IEC 20000: Information Technology – Service Management – 2 parts (2005) 

• ISO/IEC 27001: Information Technology – Security Techniques – Information Security 
Management Systems – Requirements (2005) [ISO 05b] 

• ISO/IEC 21827: Systems Security Engineering – Capability Maturity Model® (SSE-CMM®) 
(2002) 

• BS 25999: Code of Practice for Business Continuity Management (2006) [BSI 06] 

• COBIT 4.0 Control Objectives for Information and related Technology (2005) [ITGI 05b] 

• IT Infrastructure Library (ITIL)31 

• The Information Security Forum’s The Standard of Good Practice for Information Security32 

• NIST Special Publications33 

• The Payment Card Industry Security Standard34 

• U.S. Department of Defense Security Directives and Instructions35 

3.4 CONCLUSION  

This chapter serves as a companion to Chapter 2, “Defining an Enterprise Security Program.” It 
provides a fairly detailed description of the activities that require governance action by senior 
leaders to develop and sustain an enterprise security program. The roles responsible for 
overseeing and conducting these activities range from members of the board of directors, the 
board risk committee, and the board audit committee to members of the organization’s cross 
functional X-team, including the general counsel, the chief risk officer/chief security officer, and 
business line executives. 

Activities are defined in four categories: governance; integration and operations; implementation 
and evaluation; and capital planning and review. Governance-category activities establish the 
ESP’s organizational structure, roles and responsibilities and policy; identify assets and their 
ownership; determine security compliance requirements; and call for the conduct of risk-based 
assessments that result in a comprehensive enterprise security strategy. 

 
31  http://en.wikipedia.org/wiki/ITIL 

32  http://www.isfsecuritystandard.com/index_ns.htm 

33  http://csrc.nist.gov/publications/nistpubs/index.html 

34  https://www.pcisecuritystandards.org/tech/index.htm 

35  http://www.fas.org/irp/doddir/dod/index.html 

http://en.wikipedia.org/wiki/ITIL
http://www.isfsecuritystandard.com/index_ns.htm
http://csrc.nist.gov/publications/nistpubs/index.html
https://www.pcisecuritystandards.org/tech/index.htm
http://www.fas.org/irp/doddir/dod/index.html
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Governance-based activities during integration and operations include asset categorization, 
determination of controls, and the identification of performance measures; the development of 
plans for incident response and business continuity; establishing security requirements for third 
parties; and developing the guiding plan for the enterprise security program. 

Governance-based activities conducted during implementation include ESP rollout planning and 
training plan development. During capital planning and review, leaders are responsible for 
establishing a security business case, providing ESP funding, and conducting formal reviews and 
audits of the ESP.  

This chapter briefly describes the artifacts the result from each activity. Selected artifacts are 
described in more detail in Appendices A, B, and C as follows: 

• Appendix A:  Board Risk Committee: Mission, Goals, Objectives, and Composition 

• Appendix B:  Cross-Organizational Team (X-Team): Mission, Goals, Objectives, and 
Composition 

• Appendix C:  Roles and Responsibilities for an Enterprise Security Program 

These artifacts are presented as templates or examples that leaders can tailor for their 
organizations. They are not meant to stand alone—rather they should be interpreted in the context 
of these chapters. 

3.5 SUMMARY 

Governing for enterprise security means viewing adequate security as a non-negotiable 
requirement of being in business. To achieve a sustainable capability, organizations must make 
the protection and security of digital assets the responsibility of leaders at a governance level, not 
of other organizational roles that lack the authority, accountability, and resources to act and 
enforce compliance. 

This implementation guide is designed to help business leaders implement an effective program to 
govern the security of their digital assets. Our objective is to help leaders make well-informed 
decisions about the important governance activities, roles and responsibilities, and outcomes 
discussed here.  

Information and IT security risks increasingly contribute to operational and reputational risk. 
Leaders must understand the legal, technical, managerial, and operational considerations that 
converge in an enterprise security program. As with audit and compliance responsibilities, boards 
and senior officers need to thoroughly understand what it means to have effective security 
governance and how to bring it about. Tackling enterprise security governance is complex, and 
requires learning information and gaining knowledge that is missing in many organizations today.  

The chapters and supporting artifacts presented in this guide provide a comprehensive roadmap of 
governance actions required to create and sustain an enterprise security program. They build upon 
and extend earlier work [Allen 05, Westby 05, Westby 04] and assume that leaders are in the 
process of implementing a governance- and enterprise-based approach to security for their 
organizations. 
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Appendix A: Board Risk Committee: Mission, Goals, 
Objectives, and Composition 

Scope 

This sample artifact describes the board risk committee mission, goals, objectives, and 
composition36 as identified in Chapter 2, “Defining an Effective Enterprise Security Program,” 
Table 2 and Chapter 3, “Enterprise Security Governance Activities.”  

Board Risk Committee (BRC) Mission 

The mission of the board risk committee (BRC) is to protect 

• the investment of the organization’s shareholders 

• the organization’s assets (both physical and digital), people, operational processes, products, 
and reputation from internal and external risks 

The BRC determines the organization’s tolerance or threshold for risk acceptance, avoidance, and 
mitigation. They also ensure that all risk plans align with corporate policies and strategic plans.     

BRC Goals 

In carrying out its mission, the BRC shall achieve the following goals: 

• Establish a culture of risk management and security that permeates throughout the 
organization. 

• Exercise oversight of enterprise risk management and security activities. 

• Manage identified security risks according to asset criticality, likelihood of occurrence, and 
magnitude of harm and impact. 

• Ensure an enterprise security program (ESP) is established and sustained with appropriate 
and adequate resources. 

• Protect personnel, operations, information, and investments by emphasizing organizational 
resiliency. 

 

 

 
36  The mission and composition pertain to all BRC responsibilities.  The goals and objectives of this sample arti-

fact, however, apply only to the security of information, applications, and networks, and their grouping into sys-
tems.  Supplemental goals and objectives would ordinarily be added for physical and personnel security. 
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BRC Objectives 

The BRC shall accomplish the following objectives in meeting these goals:   

• Establish an ESP governance structure for the organization, allocate responsibilities, and 
ensure segregation of duties according to industry best practices. 

• Set the organization’s cultural and managerial tone for risk management and security 
through top-level policies. 

• Ensure that personnel with ESP responsibilities have the requisite experience, qualifications, 
and education. 

• Determine risk acceptance, avoidance, and mitigation thresholds that align with strategic and 
operational goals. 

• With senior management, ensure that security risks, threats, and vulnerabilities are regularly 
assessed and reviewed by using accepted methodologies and best practices. 

• Oversee the development and regular review of a risk management plan (RMP) that 
addresses security risks. 

• Exercise oversight of key ESP activities, including 

− development of the Enterprise Security Strategy (ESS) 
− categorization of digital assets 
− selection of controls 
− identification of key performance indicators 
− development and testing of core ESP plans (incident response, crisis communications, 

business continuity and disaster recovery (BC/DR) and training and implementation). 
• Review and approve the enterprise security plan and security business case and funding requirements. 

• Ensure formal reviews of the ESP are conducted on a regular basis and that identified 
weaknesses are addressed. 

• Obtain board approval of the RMP and security budget. 

BRC Composition 

The BRC shall be comprised of seven37 members.  Four of the members shall be independent, 
non-executive directors with experience in risk management, enterprise security, establishing 
cultures and instilling expectations of compliance, and information technology management. 

The BRC shall be comprised of three executive directors: 

• Chief executive officer (CEO) or chief operating officer (COO) 

• Chief financial officer (CFO) 

• Chief risk officer (CRO) or chief security officer (CSO)38 

 
37  The intent is to eliminate tied votes and ensure that independent directors outnumber non-independent direc-

tors. 
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Artifacts Produced by the BRC 

The BRC has responsibility for ensuring that the following artifacts are produced from activities 
related to its goals and objectives:   

• BRC mission, goals, objectives, and composition 

• X-team mission, goals, and objectives 

• Organizational chart depicting ESP lines of authority 

• Roles and responsibilities for the ESP 

• Top-level ESP policies 

• Board-approved budget for the ESP 

  

                                                                                                                                                              
38  This presumes that the CRO or CSO role includes responsibility for information security. If this is not the case, 

the chief information security officer is a required member of the BRC. 
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Appendix B: Cross-Organizational Team (X-Team): Mission, 
Goals, Objectives, and Composition 

Scope 

This sample artifact describes the cross-organizational team (X-team) mission, goals, objectives, 
and composition as identified in Chapter 2, “Defining an Effective Enterprise Security Program,” 
Table 2, and Chapter 3, “Enterprise Security Governance Activities.”  

X-Team Mission 

The mission of the cross-organizational team (X-team) is 

• to develop, coordinate, and sustain the organization’s enterprise security program (ESP)  

• to fulfill the need for an enterprise-wide perspective in 

− coordinating and responding to security risk issues and incidents 
− developing, implementing, and maintaining the organization’s risk management plan 

(RMP), enterprise security strategy (ESS), and enterprise security plan   

X-Team Goals 

In carrying out its mission, the X-team shall achieve the following goals: 

• Coordinate and communicate security risk issues to ensure they receive enterprise attention 
as well as adequate and timely responses throughout the organization. 

• Ensure that the enterprise security program (ESP) is an active, current, and sustained 
program, reflected in day-to-day roles, responsibilities, and business processes. 

• Facilitate and support the development, implementation, and maintenance of the 
organization’s risk management plan (RMP), enterprise security strategy (ESS), and 
enterprise security plan (including supporting plans, such as incident response and disaster 
recovery) through participation in specified activities. 

• Manage the security of digital assets39 in alignment with the RMP, ESS, and enterprise 
security plan. 

X-Team Objectives 

The X-team shall accomplish the following objectives in meeting these goals:   

• Serve as a central coordination and response point by meeting no less than monthly to 
discuss security issues and monitor progress on ESP tasks. 

 
39  Digital assets include networks, information, and applications, and their grouping into systems. 
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• Develop and maintain a comprehensive inventory of systems, including system descriptions, 
ownership, and custody of assets. 

• Identify and maintain a table of authorities for compliance requirements and mappings of 
assets to the table. 

• Map data flows across jurisdictions. 

• Map corresponding cybercrime and breach compliance laws to the data flows. 

• Conduct security threat and risk self-assessments annually and formal assessments every 
third year. 

• Provide security input to the risk management plan.  

• Develop an enterprise security strategy and enterprise security plan for board risk committee 
(BRC) approval. 

• Categorize assets by levels of risk as well as magnitude of harm and impact. 

• Determine, review, and update security controls, key performance indicators, and metrics. 

• Develop and update supporting plans for the enterprise security plan, including incident 
response, business continuity/disaster recovery, and crisis communication plans. 

• Develop, update, and verify third party and vendor security requirements. 

• Develop and update security policies and procedures. 

• Develop and update security system architecture plan. 

• Develop and update ESP implementation and training plans. 

• Monitor and enforce RMP, ESS, and ESP policies and procedures. 

• Test and evaluate system controls. 

• Identify system weaknesses and plans of action and milestones (POAMs). 

• Conduct formal annual reviews of the ESP. 

X-Team Composition 

The X-team shall be chaired by the chief security officer (CSO) and be comprised of the 
following additional personnel: 

• chief information security officer (CISO) (if this role is separate from the CSO) 

• chief risk officer (CRO) 

• chief privacy officer (CPO) 

• chief information officer (CIO) 

• chief financial officer (CFO) 

• general counsel (GC) 

• business line executives (BLEs) 

• vice president of human resources (HR) 

• vice president of public relations (PR) 
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Appendix C: Roles and Responsibilities for an Enterprise 
Security Program  

Scope  

This sample artifact describes the leadership roles and responsibilities for the development, 
implementation, and sustainment of an enterprise security program (ESP), as identified in Chapter 
2, “Defining an Effective Enterprise Security Program,” Table 2 and Chapter 3, “Enterprise 
Security Governance Activities.”  

Introduction  

The board risk committee (BRC) has responsibility for assigning top-level ESP roles and 
responsibilities. These include the chief executive officer (CEO), chief operating officer (COO), 
and members of the cross-organizational ESP team (X-team).  

X-team members include the  

• chief security officer (CSO),40 chair of the X-team  

• chief privacy officer (CPO)  

• chief information officer (CIO)  

• chief financial officer (CFO)  

• general counsel (GC)  

• business line executives (BLE)  

• vice president of human resources (HR)  

• vice president of public relations (PR)  

In addition to the X-team, business managers (BM), operational personnel (OP), asset owners 
(AO), and certification authorities (CA) assist in the activities required to develop and sustain an 
ESP.  

The responsibilities assigned to each role are intended to ensure greater accountability through 
segregation of duties (SOD) and to protect against fraud, malicious acts, and unintended 
consequences.  

 
40  Some organizations have both a CSO and a chief information security officer (CISO), with a separation of duties 

between facilities and personnel security and information technology (IT) security. As organizations realize, 
however, that the security of their physical facilities, processes, and personnel is impacted by IT systems and 
devices, and vice versa, they are integrating the CISO and CSO responsibilities into either a consolidated CSO 
position or into the chief risk officer (CRO) role [ITCI 06]. As used here, the term CSO encompasses the CISO, 
although both roles could be subsumed by the CRO. Alternatively, if an organization has both a CSO and CRO, 
they both participate in the development and sustainment of the ESP, with the CSO taking the lead in imple-
menting the security requirements of the risk management plan, with oversight by the CRO. 
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Some responsibilities may be shared, requiring special controls, policies and procedures, and 
careful coordination. Below, we describe specific roles and responsibilities, followed by the name 
of the artifact that results from executing a given responsibility. Detailed security responsibilities 
for X-team personnel, business managers (BM), operational personnel (OP), and certification 
agents (CA) are determined by the CSO with oversight by the BRC. Security responsibilities set 
by the BRC and CSO help create a culture of security within the organization. They are to be 
taken seriously. The security responsibilities described here should be included in job descriptions 
and reviewed as part of performance evaluations.  

Roles and Responsibilities  

Each role description presents three categories of responsibilities — single, shared, and 
supporting.  

Chief Security Officer (CSO)  

CSO Responsibilities  
• The CSO has overall responsibility for the ESP and chairs the X-team. The CSO has direct 

responsibility for leading and guiding the following activities:  

• Develop and maintain an inventory of digital assets, with input and assistance from the 
BLEs, CIO, BM, and AO. Artifact: Inventory of Assets and Systems  

• Designate detailed security responsibilities and SOD. Artifact: Detailed Security 
Responsibilities  

• Conduct threat, vulnerability, and risk assessments, including system certification and 
accreditations, with active assistance from the BLE, BM, OP, and CA. Artifacts: System 
Risk Assessments  

• Develop and update security inputs to the risk management plan, with assistance from the 
CPO, CIO, and GC. Artifact: Security Inputs to Risk Management Plan  

• Develop and update the organization’s enterprise security strategy (ESS), with assistance 
from the CPO. Artifact: Enterprise Security Strategy  

• Determine and update necessary controls and ensure they are documented in the ESP. The 
CSO is assisted in this effort by the CPO, BLE, GC, and BM. Artifact: Assignment of 
Controls (by system)  

• Determine and update key performance indicators and metrics and ensure they are 
documented in the ESP. The CSO is assisted in this effort by the BLE, CIO, BM, and OP. 
Artifact: Key Performance Indicators and Metrics  

• Identify and maintain a list of security best practices and standards used by the organization, 
with assistance from the CIO and CPO. Report on the implementation of best practices and 
standards and map them to controls and metrics. Artifacts: Listing of Approved Best 
Practices and Standards; Report on Implementation of Best Practices and Standards; 
Mapping of Best Practices and Standards to Controls and Metrics  
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• Determine asset-specific security configuration settings. Artifact: Asset Security 
Configuration Settings  

• Develop, update, and test the organization’s incident response plan, with assistance from the 
BLE, CIO, GC, and PR. Test the incident response plan and report on the results. Produce 
quarterly reports on incidents. Artifacts: Incident Response Plan; Incident Response Plan 
Test Report; Incident Response Reports  

• Develop and update the organization’s enterprise security plan. Obtain BRC approval of the 
ESP. Artifacts: Enterprise Security Plan; ESP Security Update Report  

• Develop and update security policies and procedures, with assistance from the CPO, BLE, 
HR, GC, PR, BM, OP, AO. Artifacts: Security Policies and Procedures  

• Develop and update the security system architecture plan, with assistance from the CIO. 
Artifact: Security System Architecture Plan  

• Develop and update the ESP implementation and training plan, with assistance from the 
CPO, HR, BLE, PR, CIO, GC, BM, AO, and OP. Artifacts: Implementation Plan and Report 
of Results  

• Develop training modules, with assistance from BLE, BM, and OP. Artifacts: Training 
Modules  

• Develop a training plan and schedule, with assistance from the BLE. Artifact: Training Plan 
and Schedule  

• Maintain a record of training, with assistance from HR. Artifact: Record of Training  

• Test and evaluate system controls, policies, and procedures (this can be part of a certification 
and accreditation process), with assistance from the BLE, BM, and CA. Artifact: Testing and 
Evaluation Report of Controls, Metrics, Policies, and Procedures  

• Conduct a formal review of the ESP, with the assistance of the X-team. Artifact: Annual ESP 
Report  

CSO Shared Responsibilities  

The CSO shares responsibility with  

• the BLE in developing and updating system descriptions. The BLE has responsibility for 
developing the system descriptions and keeping them current. The CSO has responsibility 
for ensuring that all required information is collected and entered in the ESP documentation.  

• the BLE in establishing and updating ownership and custody of assets. The BLE is 
responsible for determining ownership and custody of the assets and keeping this 
information current. The CSO is responsible for gathering this information and recording it 
in the ESP documentation. Artifact: Ownership and Custody of Assets.  

• the GC and CPO for determining and updating compliance requirements. The GC is 
responsible for developing and maintaining the table of authorities. The CPO is responsible 
for ensuring that all applicable privacy laws and Regulations have been identified and 
entered on the table of authorities. The CSO is responsible for ensuring that all applicable 
security laws and regulations have been identified and entered on the table of authorities. 
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The CSO is responsible for ensuring the table of authorities is entered into the ESP 
documentation and kept up to date.  

• the GC and CPO in mapping assets to the table of authorities. The CSO and CPO are 
responsible for ensuring that all assets are included in the mapping exercise.  

• the BLE in categorizing assets by levels of risk and magnitude of harm, with assistance from 
the CPO, GC, and BM. The CSO leads the categorization exercise, and the BLE provides 
critical input regarding the risk the asset poses to the organization and the magnitude of harm 
that could result from disruption or loss of the asset. Artifact: Categorization of Assets.  

• the CIO and BLE in developing, updating, and testing a business continuity and disaster 
recovery (BC/DR) Plan, with assistance from BM and OP. The CSO, CIO, and BLE each 
bring unique knowledge to the development and maintenance of a BC/DR plan. The CSO 
has the lead responsibility for gathering the requirements and producing the plan and test 
report. Artifacts: BC/DR Plan; BC/DR Test Report.  

• the CIO in developing, updating, and verifying third party and vendor security requirements 
for business continuity and disaster recovery, incident response (IR), and crisis 
communications (CC), with input from the BLE. The CSO is responsible for gathering the 
information and preparing associated reports. Artifacts: Third Party and Vendor 
Requirements for BC/DR, IR, and CC; Third Party and Vendor Requirements Verification 
Report.  

• the CIO in developing and updating change management plans. The CIO provides input 
pertaining to operational integrity and availability, and the CSO provides input from the 
security perspective. Artifacts: Change Management Plan; Change Management Logs.  

• the GC and HR in monitoring and enforcing security policies and procedures, with assistance 
from the CPO, BLE, and BM. The GC provides input about legal considerations and 
monitoring restrictions and helps enforce policies and procedures. The HR incorporates 
monitoring and enforcement policies and procedures into personnel policies and guidelines, 
and helps enforce policies and procedures. Artifacts: Monitoring and Enforcement Reports.  

• the CA in identifying system weaknesses and executing a corrective action process, with 
assistance from the BLE and BM. The CSO has the responsibility to ensure the corrective 
Plan of Action and Milestones is completed and appropriate documentation entered in the 
ESP.  

• the CFO in determining the security business case, including return on investment 
calculations and funding requirements for the ESP. Artifact: ESP Security Investment 
Requirements and ROI Analysis.  

CSO Assistance Responsibilities  

The CSO assists  

• the CPO in mapping and analyzing data flows.  

• the GC in mapping cybercrime and security breach notification laws and cross-border 
cooperation with law enforcement to data flows.  

• the CPO in conducting privacy impact assessments and privacy audits.  
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• the PR in developing, updating, and testing the organization’s crisis communications plan, 
and in producing the crisis communications plan test report and quarterly crisis 
communications reports.  

Chief Privacy Officer (CPO)  

CPO Responsibilities  

The CPO has direct responsibility for  

• mapping and analyzing data flows, with the assistance from the CSO, BM, and AO. Artifact: 
Mapping and Analysis of Data Flows  

• conducting privacy impact assessments and privacy audits, with assistance from the GC and 
CSO. Artifacts: Privacy Impact Assessments; Privacy Audit Reports  

CPO Shared Responsibilities  

The CPO shares responsibility with  

• the GC and CSO for determining and updating compliance requirements. The GC is 
responsible for developing and maintaining the table of authorities. The CPO is responsible 
for ensuring that all applicable privacy laws and regulations have been identified and entered 
on the table of authorities. The CSO is responsible for ensuring that all applicable security 
laws and regulations have been identified and entered on the table of authorities. The CSO is 
responsible for ensuring the table of authorities is entered into the ESP documentation and 
kept up-to-date.  

• the CSO and GC in mapping assets to the table of authorities. The CSO and CPO are 
responsible for ensuring that all assets are included in the mapping exercise.  

CPO Assistance Responsibilities  

The CPO assists  

• the GC in mapping cybercrime and security breach notification laws and cross-border 
cooperation with law enforcement to data flows.  

• the CSO in developing and updating security inputs to the risk management plan.  

• the CSO in developing and updating the organization’s enterprise security strategy.  

• the CSO and BLE in categorizing assets by levels of risk and magnitude of harm.  

• the CSO in determining and updating necessary controls.  

• the CSO in identifying and maintaining a list of best practices and standards used by the 
organization.  

• the CSO in developing and updating security policies and procedures. The CPO must ensure 
privacy considerations are taken into account in the policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO, GC, and HR in monitoring and enforcing security policies and procedures.  

• the CSO in conducting a formal review of the ESP.  
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Chief Information Officer (CIO)  

CIO Shared Responsibilities  

The CIO shares responsibility with  

• the CSO and BLE in developing, updating, and testing a business continuity and disaster 
recovery (BC/DR) plan, with assistance from BM and OP. The CSO, CIO, and BLE each 
bring specific knowledge to the development and maintenance of a BC/DR plan.  

• the CSO in developing, updating, and verifying third party and vendor security requirements 
for business continuity and disaster recovery, incident response (IR), and crisis 
communications (CC), with input from the BLE. The CIO provides input regarding network 
and application requirements and other aspects of IT asset management. The CSO is 
responsible for gathering the information and preparing associated reports.  

• the CSO in developing and updating change management plans. The CIO provides input 
pertaining to operational integrity and availability, and the CSO provides input from the 
security perspective.  

CIO Assistance Responsibilities  

The CIO assists  

• the CSO in the development and maintenance of an inventory of digital assets.  

• the BLE and CSO in developing and updating system descriptions.  

• the CSO and BLE in establishing and updating ownership and custody of assets.  

• the CSO in developing and updating security inputs to the risk management plan.  

• the CSO in determining and updating key performance indicators and metrics.  

• the CSO in identifying and maintaining a list of best practices and standards utilized by the 
organization.  

• the CSO in developing, updating, and testing the organization’s incident response plan.  

• the PR in developing, updating, and testing the organization’s crisis communications plan, 
and in producing the crisis communications plan test report and quarterly crisis 
communications reports.  

• the CSO in developing and updating security system architecture plan.  

• the CSO in developing and updating ESP implementation and training plan.  

• the CSO in conducting a formal review of the ESP.  
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Chief Financial Officer (CFO)  

CFO Shared Responsibilities  

The CFO  

• shares responsibility with the CSO in determining the security business case, including 
return on investment calculations and funding requirements for the ESP.  

CFO Assistance Responsibilities  

The CFO assists 

• the CSO in conducting a formal review of the ESP.  

General Counsel (GC)  

GC Responsibilities  

The GC has direct responsibility for  

• mapping cybercrime and security breach notification laws and cross-border cooperation with 
law enforcement to data flows, with assistance from the CSO, CPO, and BLE. Artifact: 
Mapping of Cybercrime and Notification Laws and Cross-Border Cooperation  

GC Shared Responsibilities  

The GC shares responsibility with  

• the CSO and CPO for determining and updating compliance requirements. The GC is 
responsible for developing and maintaining the table of authorities. The CPO is responsible 
for ensuring that all applicable privacy laws and regulations have been identified and entered 
on the table of authorities. The CSO is responsible for ensuring that all applicable security 
laws and regulations have been identified and entered on the table of authorities. The CSO is 
responsible for ensuring the table of authorities is entered into the ESP documentation and 
kept up-to-date. Artifact: Table of Authorities  

• the CSO and CPO in mapping assets to the table of authorities. The CSO and CPO are 
responsible for ensuring that all assets are included in the mapping exercise. Artifact: 
Mapping of Assets and Authorities  

• the CSO and HR in monitoring and enforcing security policies and procedures, with 
assistance from the CPO, BLE, and BM. The GC provides input regarding legal 
considerations and monitoring restrictions, and helps enforce policies and procedures.  

• The HR incorporates monitoring and enforcement policies and procedures into personnel 
policies and guidelines, and helps enforce policies and procedures.  

GC Assistance Responsibilities  

The GC assists  

• the CPO in conducting privacy impact assessments and privacy audits.  

• the CSO in developing and updating security inputs to the risk management plan.  
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• the CSO and BLE in categorizing assets by levels of risk and magnitude of harm.  

• the CSO in determining and updating necessary controls.  

• the CSO in developing, updating, and testing the organization’s incident response plan.  

• the CSO in developing and updating security policies and procedures. The GC must ensure 
that legal compliance and liability considerations are included in security policies and 
procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in conducting a formal review of the ESP.  

Business Line Executives (BLE)  

BLE Responsibilities  

The BLE has direct responsibility for  

• determining operational criteria, with input from the BM. Artifact: Operational Criteria  

• issuing an authority to operate (ATO) or interim authority to operate (IATO) for each system 
or denying a system authority to operate. Artifact: Accreditation Decision Letter  

BLE Shared Responsibilities  

The BLE shares responsibility with  

• the CSO in developing and updating system descriptions. The BLE has responsibility for 
developing the system descriptions and keeping them current. The CSO has responsibility 
for ensuring that all required information is collected and entered in the ESP documentation. 
Artifact: System Descriptions  

• the CSO in establishing and updating ownership and custody of assets. The BLE is 
responsible for determining ownership and custody of the assets and keeping this 
information current. The CSO is responsible for gathering this information and recording it 
in the ESP documentation.  

• the CSO in categorizing assets by levels of risk and magnitude of harm, with assistance from 
the CPO, GC, and BM. The CSO leads the categorization exercise, and the BLE provides 
critical input regarding the risk the asset poses to the organization and the magnitude of harm 
that could result from disruption or loss of the asset.  

• the CSO and CIO in developing, updating, and testing a business continuity and disaster 
recovery (BC/DR) plan, with assistance from BM and OP. The CSO, CIO, and BLE each 
bring specific knowledge to the development and maintenance of a BC/DR plan.  

BLE Assistance Responsibilities  

The BLE assists  

• the CSO in the development and maintenance of an inventory of digital assets.  

• the GC, CPO, and CSO in determining and updating compliance requirements on the table of 
authorities.  
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• the GC, CSO, and CPO in mapping assets to the table of authorities.  

• the GC in mapping cybercrime and security breach notification laws and cross-border 
cooperation with law enforcement to data flows.  

• the CSO in conducting threat, vulnerability, and risk assessments, including system 
certification and accreditations.  

• the CSO in determining and updating necessary controls.  

• the CSO in determining key performance indicators and metrics.  

• the CSO in developing, updating, and testing the organization’s incident response plan .  

• the PR in developing, updating, and testing the organization’s crisis communications plan, 
and in producing the crisis communications plan test report.  

• the CSO and CIO in developing, updating, and verifying third party and vendor security 
requirements for business continuity and disaster recovery, incident response (IR), and crisis 
communications (CC).  

• the CSO in developing and updating security policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in developing training modules to ensure business considerations and requirements 
are included.  

• the CSO in developing the training plan and schedule.  

• the CSO, GC, and HR in monitoring and enforcing security policies and procedures.  

• the CSO in testing and evaluating system controls, policies and procedures (this can be part 
of a certification and accreditation process).  

• the CA in identifying system weaknesses and executing a corrective action process.  

• the CSO in conducting a formal review of the ESP. 

Human Resources (HR)  

HR Shared Responsibilities  

The HR shares responsibility with  

• the CSO and GC in monitoring and enforcing security policies and procedures, with 
assistance from the CPO, BLE, and BM. The GC provides input regarding legal 
considerations and monitoring restrictions and assists with enforcement of policies and 
procedures. The HR incorporates monitoring and enforcement policies and procedures into 
personnel policies and guidelines, and helps enforce policies and procedures.  
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HR Assistance Responsibilities  

The HR assists  

• the CSO in developing and updating security policies and procedures. The HR must ensure 
that compliance with security policies and procedures is embedded in job descriptions and 
performance evaluations.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in maintaining a record of training.  

• the CSO in conducting a formal review of the ESP.  

Public Relations (PR)  

PR Responsibilities  

The PR has direct responsibility for  

• developing, updating, and testing the organization’s crisis communications plan, with 
assistance from the CSO, CIO, and BLE. Testing the crisis communications plan and 
reporting on the results. Producing quarterly crisis communication reports. Artifacts: Crisis 
Communications Plan; Crisis Communications Plan Test Report; Crisis Communication 
Reports  

PR Assistance Responsibilities  

The PR assists  

• the CSO in developing, updating, and testing the organization’s incident response plan.  

• the CSO in developing and updating security policies and procedures. The PR must ensure 
that public relations considerations are included in security policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in conducting a formal review of the ESP.  

Business Managers (BM)  

BM Assistance Responsibilities  

The BM assists  

• the CSO in the development and maintenance of an inventory of digital assets.  

• the CSO and BLE in developing and updating system descriptions.  

• the CSO and BLE in establishing and updating ownership and custody of assets.  

• the CPO in mapping and analyzing data flows.  

• the CSO in conducting threat, vulnerability, and risk assessments, including system 
certification and accreditations.  

• the BLE in determining operational criteria.  

• the CSO and BLE in categorizing assets by levels of risk and magnitude of harm.  
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• the CSO in determining and updating necessary controls.  

• the CSO in determining key performance indicators and metrics.  

• the CSO, CIO and BLE in developing, updating, and testing a business continuity and 
disaster recovery (BC/DR) Plan.  

• the CSO in developing and updating security policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in developing training modules to ensure business considerations and requirements 
are included.  

• the CSO, GC, and HR in monitoring and enforcing security policies and procedures.  

• the CSO in testing and evaluating system controls, policies and procedures (this can be part 
of a certification and accreditation process).  

• the CA in identifying system weaknesses and executing a corrective action process.  

Operational Personnel (OP)  

OP Assistance Responsibilities  

The OP assist  

• the CSO in conducting threat, vulnerability, and risk assessments, including system 
certification and accreditations.  

• the CSO in determining key performance indicators and metrics.  

• the CSO, CIO and BLE in developing, updating, and testing a business continuity and 
disaster recovery (BC/DR) plan.  

• the CSO in developing and updating security policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  

• the CSO in developing training modules to ensure business considerations and requirements 
are included.  

Asset Owners (AO)  

AO Assistance Responsibilities  

The AO assists  

• the CSO in developing and maintaining an inventory of digital assets.  

• the CSO and BLE in developing and updating system descriptions.  

• the CSO and BLE in establishing and updating ownership and custody of assets.  

• the CPO in mapping and analyzing data flows.  

• the CSO in developing and updating security policies and procedures.  

• the CSO in developing and updating ESP implementation and training plans.  
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Certification Authority (CA)  

CA Shared Responsibilities  

The CA shares responsibility with  

• the CSO in identifying system weaknesses and executing a corrective action process, with 
assistance from the BLE and BM. Artifact: System Plan of Action and Milestones  

CA Assistance Responsibilities  

The CA assists  

• the CSO conduct threat, vulnerability, and risk assessments, including system certification 
and accreditations. Artifact: Certification Letters  

• the CSO in testing and evaluating system controls, policies and procedures (this can be part 
of a certification and accreditation process). 
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Chamber of Commerce; was senior fellow and director of IT studies for the Progress & Freedom 
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Podcast Overview 

Included with this document is a CD-ROM containing four podcasts that discuss different aspects 
of governance as it relates to security as well as an electronic copy of this document. At the date 
of this publication, these podcasts, and others can be found on the CERT website at the following 
URL: http://www.cert.org/podcast/#governing. 

Here is a summary of the podcasts contained on the CD-ROM.  

Getting Real About Security Governance 

Enterprise security governance is not just a vague idea – it can be achieved by implementing a 
defined, repeatable process with specific activities. 

For an organization that lacks a cohesive enterprise security governance program, establishing one 
may seem like an overwhelming endeavor. In fact, however, this is not the case. By breaking 
down enterprise security governance into its component activities, organizations can design and 
build a security governance program over time, tailoring it to suit their needs.  

Toward this goal, Julia Allen, a senior researcher with CERT, has co-authored an implementation 
guide for enterprise security governance. In this podcast, we discuss that research and how 
organizations can use it as a framework for establishing effective, sustainable security governance 
programs.  

The Legal Side of Global Security 

Business leaders, including legal counsel, need to understand how to tackle complex security 
issues for a global enterprise.  

In this podcast, Jody Westby, CEO of Global Cyber Risk and Chair of the American Bar 
Association’s Privacy and Computer Crime Committee, talks about a range of security-related 
issues when conducting business in a global marketplace. These include protecting data as it 
travels across borders, outsourcing operations, understanding jurisdiction differences and 
protecting client and work-product privilege, and tackling the new roles that legal counsel and 
business leaders need to fill.  

Why Leaders Should Care About Security 

Leaders need to be security conscious and to treat adequate security as a non-negotiable 
requirement of being in business. 

Security’s days as just a technical issue are done. It is becoming a central concern for leaders at 
the highest level of many organizations and governments, transcending national borders. 
Customers are demanding it as worries about privacy and identity theft grow.  

http://www.cert.org/podcast/#governing
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Business partners, suppliers, and vendors are requiring it from one another, particularly when 
providing mutual network and information access. Networked efforts to steal competitive 
intelligence and engage in extortion are becoming more prevalent. Security breaches are 
increasingly motivated by financial gain. 

This podcast is intended to motivate leaders to pay attention to enterprise and information 
security, and the risks of not doing so. It introduces two landmark examples of organizations that 
did not treat adequate security as a high priority. It places security in a governance context and 
introduces how security can be viewed as a competitive advantage. It discusses creating a culture 
of security, demonstrating duty of care, and determining who is ultimately responsible for 
security. It provides some next steps for taking action. 

Compliance vs. Buy-In 

Integrating security into standard business operating processes and procedures is more effective 
than treating security as a compliance exercise. 

Demonstrating compliance with the increasing number of domestic and international laws and 
regulations is a daunting undertaking if this is tackled one regulation at a time. Organizations that 
have implemented a living set of standard operating processes and procedures (SOP) find that a 
small team can generally trace any new external requirement to their SOP. This typically produces 
a set of manageable changes, many of which result in minimal to no impact to the rest of the 
organization.  

An SOP typically includes well defined roles and responsibilities, commitments and 
accountabilities; policies and procedures; business process definitions; controls; regular 
monitoring and reporting; and training and awareness.  

Thus compliance is an outcome of good business practice, not a focus for special task teams or 
projects. 
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Acronyms 

AO Asset Owners 

APEC Asia-Pacific Economic Cooperation 

ASIS American Society for Industrial Security 

ATO Authorization To Operate 

BAC Board Audit Committee 

BC Business Continuity 

BCR Binding Corporate Rules 

BLE Business Line Executive 

BM Business Managers 

BRC Board Risk Committee 

BSI British Standards Institute 

C&A Certification & Accreditation 

CA Certification Agent 

CAI Confidentiality, Availability, Integrity 

CC Crisis Communication 

CEO Chief Executive Officer  

CFO Chief Financial Officer 

CGTF Corporate Governance Task Force 

CIO Chief Information Officer 

CISO Chief Information Security Officer 

CobIT Control Objectives for Information and related Technology 

CoE Council of Europe 

COO Chief Operating Officer 
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CPO Chief Privacy Officer 

CRO Chief Risk Officer 

CSO Chief Security Officer 

DHS Department of Homeland Security 

DP Data Protection 

DR Disaster Recovery 

EA External Audit 

ECPA Electronic Communications Privacy Act 

EEA Economic Espionage Act 

ERM Enterprise Risk Management 

ESP Enterprise Security Program 

ESS Enterprise Security Strategy 

EU European Union 

FIPS Federal Information Processing Standard 

FISMA Federal Information Security Management Act 

FTC Federal Trade Commission 

GC General Counsel 

GLBA Gramm-Leach-Bliley Act 

HIPAA Health Insurance Portability and Accountability Act 

HR Human Resources 

IA Internal Audit 

IATO Interim Authorization To Operate 

IFAC International Federation of Accountants 

IIA Institute of Internal Auditors 

IR Incident Response 
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ISACA Information Systems Audit and Control Association 

ISO International Organization for Standardization 

ISSA Information Systems Security Association 

IT Information Technology 

ITGI IT Governance Institute 

KPI Key Performance Indicator 

MLAT Mutual Legal Assistance Treaty 

NIST National Institute of Standards and Technology 

OCTAVE Operationally Critical Threat, Asset, and Vulnerability Evaluation 

OP Operational Personnel 

P6STNI People, Products, Plants, Processes, Policies, Procedures, Systems, Technologies, 
Networks, and Information 

PDA Personal Digital Assistant 

PIPEDA Personal Information Protection and Electronics Document Act 

PIA Privacy Impact Assessment 

PII Personally Identifiable Information 

PIV Personal Identify Verification 

POAM Plans Of Action and Milestones 

PR Public Relations 

RFID Radio Frequency Identification 

RMP Risk Management Plan 

ROI Return On Investment 

RTO Recovery Time Objectives 

SCADA Supervisory Control And Data Acquisition 

SDLC System Development Life Cycle 
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SEC Securities & Exchange Commission 

SOD Segregation Of Duties 

SRMP Security Risk Management Plan 

USCCU U.S. Cyber Consequences Unit 

VOIP Voice Over Internet Protocol 

X-team Cross organizational ESP team 



 

 SOFTWARE ENGINEERING INSTITUTE | 89 

Glossary 

Accreditation The official management decision given by a senior officer or BLE to authorize 
the operation of an information system and to explicitly accept the risk to the organization’s 
operations, assets, or personnel based on the implementation of an agreed-upon set of controls. By 
accrediting an information system, senior management accepts responsibility for the security of 
the system and is fully accountable for any adverse impacts to the organization if a breach of 
security occurs.  

Authorization to operate   See accreditation. 

Availability   Timely, reliable access to data and information services for authorized users 
[CNSS 01]. 

Boundary (system)   Determined by the IT resources assigned to a particular system [Swanson 
06]. System boundaries are usually determined during the inventory process. 

Certification   A detailed security review of a system that results in the information and 
supporting evidence (artifacts) needed for security accreditation.  

Confidentiality   Assurance that information is not disclosed to unauthorized individuals, 
processes, or devices [CNSS 01]. 

Convergence   The identification of security risks and interdependencies between business 
functions and processes within the enterprise and the development of managed business process 
solutions to address those risks and interdependencies [AESRM 05]. 

Cybercrime Convention   See the Council of Europe Convention on Cybercrime description at 
http://www.usdoj.gov/criminal/cybercrime/COEFAQs.htm. 

Data flows   When data is transmitted from one user to another or from one physical location to 
another, it is called a data flow, (i.e., the data flows from one person or place to another). With 
respect to location, data could flow from one server to another or from one state or country to 
another. Such flows of data raise numerous security considerations, such as compliance with 
different laws from jurisdiction to jurisdiction; the policies and procedures required to ensure that 
security requirements are passed from one user or location to the next; and the technical software 
and tools that must follow the data to ensure security is effectively deployed and maintained. 

Enterprise governance   The set of responsibilities and practices exercised by the board and 
executive management with the goal of providing strategic direction, ensuring that objectives are 
achieved, ascertaining that risks are managed appropriately and verifying that the organization’s 
resources are used responsibly [IFAC 04]. 

 

http://www.usdoj.gov/criminal/cybercrime/COEFAQs.htm
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Governing for enterprise security   Directing and controlling an organization to establish 
and sustain a culture of security in the organization’s conduct (beliefs, behaviors, capabilities, and 
actions); Treating adequate security as a non-negotiable requirement of being in business [Allen 
05]. 

Information security governance   . . . the process of establishing and maintaining a 
framework and supporting management structure and processes to provide assurance that 
information security strategies “ are aligned with and support business objectives; “ are consistent 
with applicable laws and regulations through adherence to policies and internal controls; and “ 
provide assignment of responsibility all in an effort to manage risk [Bowen 06]. 

Integrity (data integrity)   Data is unchanged from its source and has not been accidentally or 
maliciously modified, altered, or destroyed. (integrity) protection against unauthorized 
modification or destruction of information [CNSS 01]. 

IT governance   An integral part of enterprise governance. It consists of the leadership and 
organizational structures and processes that ensure that the organization’s IT sustains and extends 
the organization’s strategies and objectives [ITGI 03]. 

Key performance indicator   Financial and non-financial metrics used to quantify objectives 
to reflect strategic performance of an organization. 
http://en.wikipedia.org/wiki/Key_performance_indicators 

Letter rogatory   a formal request from a court in one country to “the appropriate judicial 
authorities” in another country requesting compulsion of testimony or documentary or other 
evidence or effect service of process.                                 
http://en.wikipedia.org/wiki/Letter_rogatory 

Operational criteria   Determined by business line executives (BLEs) and include the baseline 
IT requirements for the operation of their business unit, such as network availability, 
interconnectivity requirements, use of portable devices, and number of users requiring software 
licenses. Operational criteria can also include business continuity and disaster recovery 
parameters and details regarding the working environment, such as heavy traffic flow within the 
operational area, physical layout considerations, and extreme climate conditions. 

Resilience   an organization’s ability to adaptively respond to disruptive events and tolerate 
being affected by them. 

Risk   “a function of the likelihood of a given threat-source’s exercising a particular vulnerability, 
and the resulting impact of that adverse event on the organization” [Stoneburner 02]. 

System   “a discrete set of information resources organized for the collection, processing, 
maintenance, use, sharing, dissemination, or disposition of information” [Ross 04]. Information 
resources include networks, applications, and data. C&As are performed on systems, and security 
requirements apply throughout the system development life cycle (SDLC).  

http://en.wikipedia.org/wiki/Key_performance_indicators
http://en.wikipedia.org/wiki/Letter_rogatory
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System architecture   The technical network and system components (hardware and 
firmware), operating platforms and application software, and other hardware or software 
components used within the IT environment. System architecture differs from “enterprise 
architecture,” which describes the alignment between business functions and IT assets. 

System description   Includes the purpose of the system, the information resources (or assets) 
that comprise it, how the assets are used, the asset owners and custodians, any special protections 
required, etc. [Ross 04]. 

Table of Authorities   Listing of all applicable laws, regulations, directives, contracts, and other 
legal requirements applicable to the organization’s assets and systems. 

Top-level policies   Broad statements that support the risk objectives of the organization that 
pertain to security. Top-level security governance policies establish the expected behavior and 
cultural norms that are required to sustain an effective enterprise security program. Top-level 
security management policies govern operations and the use of technology. 
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