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Essential Characteristics

On-demand self-service. A consumer can unilaterally provision computing capabilities, such as server
time and network storage, as needed automatically without requiring human interaction with each service
provider.

Broad network access. Capabilities are available over the network and accessed through standard
mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones,
tablets, laptops, and workstations).

Resource pooling. The provider's computing resources are pooled to serve multiple consumers using a
multi-tenant model, with different physical and virtual resources dynamically assigned and reassigned
according to consumer demand. There is a sense of location independence in that the customer generally
has no control or knowledge over the exact location of the provided resources but may be able to specify
location at a higher level of abstraction (e.g., country, state, or datacenter). Examples of resources include
storage, processing, memory, and network bandwidth.

Rapid elasticity. Capabilities can be elastically provisioned and released, in some cases automatically, to
scale rapidly outward and inward commensurate with demand. To the consumer, the capabilities available
for provisioning often appear to be unlimited and can be appropriated in any quantity at any time.

Measured service. Cloud systems automatically control and optimize resource use by leveraging a
metering capabilityl at some level of abstraction appropriate to the type of service (e.g., storage,
processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled, and
reported, providing transparency for both the provider and consumer of the utilized service.
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Service Models

Software as a Service (SaaS). The capability provided to the consumer is to use the
provider’s applications running on a cloud infrastructure2. The applications are accessible
from various client devices through either a thin client interface, such as a web browser
(e.g., web-based email), or a program interface. The consumer does not manage or control
the underlying cloud infrastructure including network, servers, operating systems, storage,
or even individual application capabilities, with the possible exception of limited user-specific
application configuration settings.

Platform as a Service (PaaS). The capability provided to the consumer is to deploy onto the
cloud infrastructure consumer-created or acquired applications created using programming
languages, libraries, services, and tools supported by the provider.3 The consumer does not
manage or control the underlying cloud infrastructure including network, servers, operating
systems, or storage, but has control over the deployed applications and possibly
configuration settings for the application-hosting environment.

Infrastructure as a Service (laaS). The capability provided to the consumer is to provision
processing, storage, networks, and other fundamental computing resources where the
consumer is able to deploy and run arbitrary software, which can include operating systems
and applications. The consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, storage, and deployed applications;
and possibly limited control of select networking components (e.g., host firewalls).

The NIST Definition of Cloud Computing

Moving to the IC Cloud
November 17, 2015

———- Software Engineering Institute | Carnegie Mellon University © 2015 Camegie Melln Urlversiy

Distribution Statement A: Approved for Public Release;
Distribution is Unlimited




Deployment Models

Private cloud. The cloud infrastructure is provisioned for exclusive use by a single
organization comprising multiple consumers (e.g., business units). It may be owned,
managed, and operated by the organization, a third party, or some combination of them,
and it may exist on or off premises.

Community cloud. The cloud infrastructure is provisioned for exclusive use by a specific
community of consumers from organizations that have shared concerns (e.g., mission,
security requirements, policy, and compliance considerations). It may be owned, managed,
and operated by one or more of the organizations in the community, a third party, or some
combination of them, and it may exist on or off premises.

Public cloud. The cloud infrastructure is provisioned for open use by the general public. It
may be owned, managed, and operated by a business, academic, or government
organization, or some combination of them. It exists on the premises of the cloud provider.

Hybrid cloud. The cloud infrastructure is a composition of two or more distinct cloud
infrastructures (private, community, or public) that remain unique entities, but are bound
together by standardized or proprietary technology that enables data and application
portability (e.g., cloud bursting for load balancing between clouds).

The NIST Definition of Cloud Computing
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INSA: Doing in Common what is Commonly Done
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IC ITE
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How IC ITE Fits In
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Shared Services
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Culture

Culture
Moving to a shared architecture and IT shared services model will require significant cultural
change in the IC, driven by the overarching need to share mission-related data.

By the very nature of organizations, culture pushes back on change and can get in the way of
progress. Technology enablers can create platforms to enable and help facilitate the desired
cultural changes on the mission side, while also fomenting complementary cultural changes in the
IT organizations and workforces. As more clarity is achieved about the implementation details for
IC ITE, greater differences between groups within the Community and apprehension about “how
does this affect me” at the individual level will occur. Leaders in both the government and
industry will need to engage in ongoing conversations with their employees to create a stronger
collaborative culture among the IC members.

INSA: Doing in Common what is Commonly Done
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Industry and Academia

The Role of Industry and Academia

Successful implementation of the IC ITE will depend on cultural, procedural and organizational
shifts not only in government, but also in industry and academia. Without defense and
commercial industry, as well as academia, the objectives of IC ITE and the building of an
integrated, collaborative community will be difficult to achieve. Fundamental changes to sales
approaches, business models, and staffing and education will be required.

Both industry and academia have a long history of partnership with the IC and are paying close
attention to the impending changes associated with the IC IT Enterprise. History and logic suggest
they want to effectively support the effort, while trying to anticipate how the changes impact
their current and future work, focus and deliverables. Their roles will need to be clarified as the
IC IT effort progresses. The IC ClOs, for their part, are actively involved in outreach efforts with
industry and academia to ensure they are cognizant of the “way forward,” to include multiple
interactive forums such as IC/Industry Day partnership meetings and publications such as this
INSA paper. As suggested earlier, consistent communications and leadership will be critical.

INSA: Doing in Common what is Commonly Done
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IC ITE Strategy

IC ITE Strategy 2016-2020
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Vision, Mission, Operating Principles

IC ITE Strategy 2016-2020

Moving to the IC Cloud
November 17, 2015

———- Software Engineering Institute | Carnegie Mellon University © 2015 Camegie Melln Urlversiy 15

Distribution Statement A: Approved for Public Release;
Distribution is Unlimited




Strategic Goals

IC ITE Strategy 2016-2020
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JIE and IC ITE

http://www.doncio.navy.mil/CHIPS/ArticleDetails.aspx?id=5497
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Service Providers

http://www.doncio.navy.mil/CHIPS/ArticleDetails.aspx?id=5497
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IC ITE Goals

http://www.doncio.navy.mil/CHIPS/ArticleDetails.aspx?id=5497
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IC ITE Overview - perspectives

http://www.doncio.navy.mil/CHIPS/ArticleDetails.aspx?id=5497
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DIZ2E

http://c4i.gmu.edu/eventsinfo/reviews/2013/pdfs/AFCEA2013-West.pdf
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DIZ2E

http://c4i.gmu.edu/eventsinfo/reviews/2013/pdfs/AFCEA2013-West.pdf
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DIZ2E

http://c4i.gmu.edu/eventsinfo/reviews/2013/pdfs/AFCEA2013-West.pdf
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DIZ2E

http://c4i.gmu.edu/eventsinfo/reviews/2013/pdfs/AFCEA2013-West.pdf
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DI2E — SEI Work

SEIl Blog

The Latest Research in Software Engineering and Cybersecurity

M Open Architectures in the Defense Intelligence Community
POSTED OM OCTOBER 27, 2074 BY ERIC WERMER IN COMMOM OPERATION PLATFORM ENVIBOMNMENTS (COPES)

In an era of sequestration and austerity, the federal government is seeking software reuse
strategies that will allow them to move away from stove-piped development toward open,
reusable architectures. The government is also motivated to explore reusable architectures for
purposes beyond fiscal constraints: to leverage existing technology, curtail wasted effort, and
increase capabilities rather than reinventing them. An open architecture in a software system
adopts open standards that support a modular, loosely coupled, and highly cohesive system
structure that includes the publication of key interfaces within the system and full design
disclosure.

One area where the Department of Defense (DoD) is concentrating on the development of
service-oriented architectures and common technical frameworks is in the intelligence
community, specifically the Defense Intelligence Information Enterprise (DI2ZE). As this blog post
details, a team of researchers at the SEI Emerging Technology Center (ETC) and the Secure
Coding Initiative in the SEI's CERT Division, are working to help the government navigate these
challenges in building the DI2E framework, which promotes reuse in building defense intelligence
systems.

Foundations of Our Work

Our work focused on development of a framework for DIZE, the non-command-and-control (C&C)
part of the Distributed Common Ground System (DCGS) and the Combat Support Agencies
(CSAs). The DIZE Framewark provides the building blocks for the Defense Intelligence
Community to mare efficiently, effectively, and securely develop, deliver, and interface their
mission architectures. The core building blocks of the DI2ZE framework are components that
satisfy standards and specifications, including web service specifications that enable a stable
but agile enterprise supporting rapid technology insertion.

The key objective of the DIZE Framework is to increase operational effectiveness, agility,
|r1teropera|l::|l|t.,r and c;berdecunty while reducing costs. The framewaork cons |JL, of a reference

https://insights.sei.cmu. edu/sel blog/2014/10/open archltectures -in- the defense intelligence-community.html
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