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To the members of the acquisition community:

On a short plane ride recently, I had the enjoyable experience of reading this little “comic book.” It’s a brief excursion into the complexities of software acquisition processes, using the metaphor of two well-meaning kids who, despite the best of intentions, always end up in trouble.

This book isn’t an official guide to best practice, and it certainly isn’t a textbook. But in a kind of off-beat way, it’s an entertaining yet insightful look at some of the things that can really happen in software acquisition; each fable is based on true examples where our acquisition system has broken down.

I’d be surprised if, for most everyone in the acquisition business, there isn’t something in this book that will ring a bell. For a pleasant respite from the standard official documents we all read daily, I recommend it highly.

JANET C. WOLFENBARGER,
Brig. Gen., USAF
Director, Acquisition Center of Excellence
SAF/ACE,
(703) 253-1333
Foreward

by David Carney

Several years ago, I had the good fortune to take a brief vacation from my normal chores of writing technical papers about software. I left the realm of data, executive summaries, issues, and findings, and spent several enjoyable days writing a short, rather tongue-in-cheek essay about the dangers and challenges of using commercial, off-the-shelf (COTS) software in government systems. The essay was written as a pastiche of Mao-Tse Tung’s famous “Little Red Book” and my hope for the essay was simply that it would amuse a few people. I was thoroughly unprepared for how deeply it resonated in the DoD community. The Red Book has been reprinted numerous times, and I am still gratified to receive email from people for whom its “quotations,” in the form of spurious Chinese aphorisms, are considerably more meaningful than any of my dry technical reports about the challenges of using commercial software.

It is always dangerous to try to repeat good fortune. However, I was recently asked to offer a few suggestions that address some high-level topics related to software acquisition. The request was for “something short and to the point,” that would prepare beginning program managers for the delights that await when they find themselves stuck between demanding users, angry PEOs, and frustrated software engineers.

Perhaps against my better judgment, I chose to use an approach similar to the Red Book in writing this little book. While I have tried to keep the present volume from looking too much like a new version of the Red Book, there are some obvious similarities. It has (I hope) a certain humorous quality. Like the Red Book, it is premised on the idea that a brief, metaphoric approach can often convey more than verbose papers that are technically worthy, but aesthetically dull. And it is also patterned after well-known models, the most familiar of which was a comic strip fixture during the 1980s and 90s.

I decided that these little stories should be “fables,” each of which includes a “moral” relevant to software, to acquisition, or to government programs. Possibly the most important point (and yet another similarity to the Red Book) is that these fables are based on real-world experiences: all of the situations in this book are inspired by programs that are known to me. Those programs encountered—and often founndered on—issues familiar to any observer of DoD acquisition: requirements, testing, integration, maintenance, commercial products, laws, mandates, funding, schedules, and, of course, bureaucracy. From observations of these programs, I selected some of the most representative as candidates for my anecdotal descriptive method. Aside from their topics, a common thread among these fables is that, for the Program Manager working in the complex and chaotic reality of government acquisition, the need is to keep sight of a few simple, fundamental realities. These realities are all too easy to dismiss as mere common sense, which they are. But in the frantic weeks before Milestone B, when
the world seems to be coming apart at the seams, it is amazing how easy it is to let such common sense fly out the window. At that point, a besieged Program Manager, no matter the level of experience, can sometimes make decisions that appear reasonable in the pressure cooker of the SPO, but in retrospect seem harebrained. It is precisely at that point that the Program Manager needs a lifeline to basic principles and calm rationality.

There are many topics that his book could address: common sense is in need on many fronts. From the large number of possibilities, I chose the following:

Testing and Modeling
Estimation and Metrics
Requirements
Integration and Interoperability
Deployment
Business processes

These are nothing more than starting points, of course, since they all blur, and it is impossible to keep a discussion of any of these topics from wandering into some of the others. I beg the reader’s indulgence in this matter, since I wanted, in the spirit of fables going as far back as Aesop, to use each fable merely as an entry point for discussion and reflection. Thus, many of these fables will have multiple interpretations. This is not, I think, a fatal flaw: if the adventures of my hapless heroes provide a number of useful metaphors for the woes faced by Program Managers, so much the better. In the same vein, there is a certain redundancy in many of these tales that is not accidental. Familiar problems, even if seen many times before, can appear novel and strange when they pop up in unfamiliar contexts, and so telling the same story in different ways may have some value.

I began these ramblings talking about good fortune, and I have gone on too long. But it must be said that an additional pleasure for me was the enormous good fortune to collaborate with David Biber, whose brilliance and invention gave life, personality, and character to Ricky and Stick. He took my rather bland prose descriptions and made them so real that, by now, these likable rascals have truly become alive in my mind, and their exploits seem more like memories than fiction. His contribution to this work is inestimable.

Finally, I have tried to keep this work short. This was partly a pragmatic concern. A reader of the Red Book once complimented me that I had written it “so that it could be read on the flight from Washington up to Boston.” Since that reader has recently been transferred back to the Pentagon, I hope that this little book will at least keep his attention on the return flight from Logan down to Reagan.
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Ricky and Stick were best friends. They lived on the same street, and played together a lot. Ricky was a month older than Stick, and he always told Stick that this made him a lot smarter.

Their parents could not quite understand why Ricky and Stick got into trouble so often. It seemed that they always started out with great ideas, but somehow, one thing led to another, and they ended up behind the eight-ball most of the time.
Ricky and Stick had another friend, a boy named Bob. Bob was usually nice to Ricky and Stick, and he often tried to help them on their projects. But they seldom took his advice. Bob was older than Ricky and Stick, and his hair was white all over. They called him Coconut Bob because of his white hair.

Other children lived in the same neighborhood as Ricky and Stick. There was one boy that they called Mean Wally. Wally was really a pretty nice kid. But he was always criticizing them, which they thought was a mean thing to do.

Gloria lived in the next block and was in the same class as Ricky and Stick. Ricky was annoyed that she was such a better student that he was, since their teacher, Mrs. Perillo, was always praising Gloria.
5. ENCLOSURES

INTEGRATED TEST AND EVALUATION (IT&E)

5.1.1. The PM, in concert with the user analysis and evaluation communities, shall coordinate developmental test and evaluation (DT&E), operational test and evaluation (OT&E), Life Cycle Cost (LCC), Family of Systems (FoS), systems engineering, and other integrated activities, into an effective system. The IT&E strategy shall provide information about risk and risk mitigation, provide risk estimates, update models, and simulations, evaluate technical performance and system maturity, and determine whether systems are operationally effective, maintainable, and survivable. It shall be based in the System Test Assessment. The IT&E strategy shall also address development and assessment of the test support equipment during the SC&D phase, and test production to ensure satisfactory test system performance, calibration traceability and support, required diagnostics, and safety. Adequate time and resources shall be planned to support pre-test predictions and post-test reconciliation of models and test results, for all major test events. The PM, in concert with the user and test communities, shall provide safety advisories to the development and operational orders prior to any test using personnel.

5.1.2. The PM shall design IT&E objectives appropriate to each phase and milestone of an acquisition program. Testing shall be event driven and priorities shall be the use of success criteria within each phase. IT&E measures criteria, and other metrics shall be designed to measure progress and support the decision process. The IT&E shall design IT&E objectives appropriate to each phase and milestone of a program, and establish them in the PM for inclusion in the Test and Evaluation Master Plan (TEMP). The compiled IT&E shall be sufficient for the program to support a decision to proceed with a program or for a program to be completed. The program shall require more than an OASIS to conduct an assessment, analysis, modeling, simulation, or an analysis of system requirements, engineering processes, design specifications, or any other information contained in program documents (10 U.S.C. 2330 and 10 U.S.C. 2336, references (b) and (d)).

5.1.3. IT&E Strategy

5.1.3.1. Projects that undergo a Milestone A decision shall have a T&E strategy that shall primarily address M&S, including identifying and managing the associated risks, and that shall evaluate system concepts against mission requirements. Pre-Milestone A projects shall rely on the (C) as the basis for the evaluation strategy.
NO NEED TO TRY IT OUT—
IT’LL WORK JUST FINE

Testing and Modeling
LOOK STICK, WE BETTER HURRY!

BUT RICKY -- WE DON'T HAVE A SOAPBOX RACER.

SURE WE DO! MY DAD'S OLD RACER WILL BE FINE.

BUT THE WHEELS ARE ALL BENT, RICKY.

WALLY, LOOK OUT! WE CAN'T STOP!!

BOY, ARE YOU TWO DUMB. WHY DIDN'T YOU TEST THE BRAKES?

I'LL JUST STRAIGHTEN THEM OUT! THERE!!

I WONDER IF THE BRAKES WORK...?

LOOK STICK, WE BETTER HURRY!

NO TIME, STICK. WE HAVE TO GET GOING.
ANYWAY, THEY LOOK FINE TO ME.

WHAT ABOUT THE BRAKES? SHOULDN'T WE TRY THEM OUT?

WALLY, LOOK OUT! WE CAN'T STOP!!

I WONDER IF THE BRAKES WORK...?

DON'T BE A PAIN, WALLY -- WE DIDN'T HAVE TIME!
The stories about the pain and failure caused by inadequate testing are probably the best known tales in the software community; some of them have taken on a near-legendary status. Nor are they all legends, since testing really is a messy issue. It’s costly, it’s time-consuming, and (so the theorists insist) nearly impossible to do perfectly. Even worse, testing tends, whether rightly or wrongly, to come late in the day, and for managers already behind schedule, it’s often tempting to cut the testing resources to the bone.

But in yielding to that temptation, you’re potentially adding to the painful tales and legends. You may really think that there’s a compelling reason for skipping a crucial testing cycle. (Maybe, if you don’t hurry up, you’ll miss the race...). But chances are that by taking that route, by doing the real-world equivalent of operating a downhill racer without testing the brakes, the eventual crash is almost guaranteed. In retrospect, so were most of the DoD testing failures that have occurred over the years.

To be sure, there’s no easy answer to the question: How much testing is enough? But there’s a very easy answer when we get into a situation like Ricky and Stick: You’ve got to do at least some. And it must be real testing of the parts that really need to be tested.

Bottom line: No matter what schedule pressure you may be under, the outcome of a battle may someday depend on the system you’re building. So if testing is getting squeezed, you may want to ask the contractor: “What are we risking by skipping this set of tests?” When lives are at stake, the “but we’re way behind schedule” argument just isn’t good enough.
STICK, I KNOW A WAY TO GET US SOME HONEY.

HOW, RICKY?

C'MON, LET'S GO FILL AN OLD JUG WITH WATER AND PRACTICE.

CAREFUL RICKY, DON'T LET IT SPILL OUT TOO FAST.

RICKY, IT'S FALLING!

GET READY STICK, HERE IT COMES!

STICK, LOOK OUT!

RICKY, IT'S FALLING!

OOWWWWW!

MUCH LATER . . .

GREAT RICKY, IT'S POURING RIGHT IN.

PRACTICE MAKES PERFECT, STICK.

NOW LET'S GO GET SOME HONEY!
Models are great, but they’re not the real thing. And they can be very deceptive when misused. It’s all too easy to use a model that is grossly oversimplified; even worse is to use a model that takes no account of the real risk conditions that will be present (like the risk of getting stung by a flock of angry bees!). So we’re constantly in danger of letting the most optimal scenario be the basis of our models, convincing ourselves that we’re modeling the true context that the system will encounter.

This pitfall is *sooo* prevalent in software development; it’s almost too easy to construct happy models that will give you happy results.

But happiness isn’t what you want, truthfulness is. If the model doesn’t truly mimic the conditions the system will face in the field, then none of the simulations you run will tell you much about how the system will actually perform.

Bottom line: It’s great if your testing plan includes using models and simulation. But don’t model what you hope to find; model what will really be out there. Two good questions for the contractor might be: “What does that model leave out? And what’s the delta between the model and reality?”
Hey, Stick, you know what? We need a television up here.

Sure. No one's using this old TV. If we hook a bunch of extension cords together, they'll reach from my living room to the tree house.

I hope it'll be ok. There's some pretty ratty-looking places on those cords.

Hey guys, I see you're playing with electricity. Want me to take a look to see if everything's ok?

Hey, I wonder what the commotion was about.

Next time, don't be so quick to turn down a helping hand!
Given the realities of human nature and project schedules, it’s a very common situation: we turn down an offer of outside assistance because (we tell ourselves) we want to keep on schedule, and some meddling outsider will only slow things down. But that’s only part of the reason. What’s really lurking in the back of our minds is that, if we let someone else look too closely (like letting Bob check out Ricky’s wiring scheme), he might find something seriously wrong, which would screw everything up.

And that’s precisely why the independent observer is there. Because everyone has blind spots; it’s just a fact of life. The impartial and independent observer can often help you see through those blind spots; that’s why the “I” in IV&V is so important. So while the temptation is to keep the IV&V guy from prying too much (lest he find something that you’d really prefer not to know about), a more productive approach, hard as it is, is to welcome him in and give him free rein to find what faults he can.

The moral is that the IV&V guy isn’t the enemy. On the contrary, he’s often the only one who can keep your house from burning down, just because a bit of wire has frayed and he’s the only one who has noticed.
ENCL: ENCLOSURE 6

RESOURCE ESTIMATION

6.1.1. Cost Analysis Improvement Group (CAIG) Independent Life Cycle Cost Estimates (ILCE). The USB CAIG shall prepare independent LCCs in DOD Instruction (DOD-1434.1) (reference (ii)). The CAIG shall provide the MDA with an independent LCC at major decision points as specified in statute, and when directed by the MDA. The MDA shall consider the independent LCC before approving entry into SDD or into Production and Deployment. The CAIG shall also prepare and issue for ACATlC programs at the request of the USDAT&L or the ASD (LCS). ACATlC ICR is not required for ACAT4 programs. (DOD Directive 5000.4, (reference (ii)))

6.1.2. Cost Analysis Requirements Description (CARD). For ACATl and ACAT4 programs, the PM shall prepare, and as authority to hotter than the DoD Component Program Executive Office (PEO), shall approve the CARD. DoD Directive 5000.4-M, reference (i), specifies CARD content. For joint programs, the CARD shall cover the common program agreed to by all participating DoD Component, as well as any DoD Component-specific unique requirements. The team preparing the program office LCEC, the component cost analyst, if applicable, and the independent LCEC shall receive a draft CARD 180 days, and the final CARD 45 days, prior to a planned OPT or DoD Component review, unless the OPT panel agrees to other due dates.

6.1.3. CCDR System. The CCDR system is the primary DoD means of collecting data on the costs and resource usage that DoD contractors incur in performing DoD programs. The Chair, CAIG, shall prescribe a format for the CCDR and the SROR, and establish reporting system policies in DoD 5000.4-A-M-1, reference (iv). The Chair shall monitor the implementation of policy to ensure compliance with appropriate application throughout the Department of Defense. The Chair may waive the informational requirements of Table E-713 of enclosure 3.

6.1.4. CARE Procedures. The DoD Components responsible for acquisition of a system shall cooperate with the CAIG and provide the cost, programmatic, and technical information required for estimating costs and appraising cost risks. The DoD Component shall also facilitate CAIG staff visits to the program office, product centers, test centers, and system contractor(s). The process through which the IEC is prepared shall be consistent with the following policies (reference (wv)),

6.1.4.1. The CAIG shall participate in IPT meetings (Cost Working-level IPTs/Integrating IPTs/CIFTs)
THERE, THAT SHOULD BE ENOUGH.

Estimates and Metrics
THIS IS GREAT, STICK. THIS BRIGHT GREEN PAINT WILL MAKE OUR PLANE PERFECT!

DO YOU REALLY THINK SO RICKY?

SURE IT WILL — OOPS!

HEY!!! YOU GOT PAINT ON MY SHIRT!!! MY MOM WILL KILL ME!

DON'T WORRY, STICK, WE'LL JUST PUT IT IN THE WASHING MACHINE.

ARE YOU SURE YOU KNOW HOW TO RUN IT?

SURE. I'VE WATCHED MOM DO LAUNDRY LOTS OF TIMES.

HOW MUCH SOAP SHOULD WE PUT IN?

WE BETTER USE A LOT! YOUR SHIRT IS A MESS.

THAT SHOULD DO IT.

HELLLLLLPPP!!!!
When we have no specific knowledge about the needed quantity of some resource, whether dollars, labor days, or laundry detergent, the only thing we can do is make an estimate. What with all of the pressure we are typically under, it’s not uncommon to take an approach based on faith in our own ability to guess well and fueled by optimism; this is the “seems ok to me” syndrome. Sometimes we get lucky and everything comes out fine: a program manager, looking at some unfamiliar metric, with no context and no explanation, might make an excellent decision. And on a different day, Ricky might guess the right amount of detergent to use.

But, sadly, guesses like these often turn out to be wildly inaccurate. All too often, the floor gets sopping wet and Mom has to call the repairman.

It’s really okay to opt for prudence, especially if there’s no other guide. Ricky (and, it seems, a large number of teenagers) could take the time to read the label on the detergent box. Program managers, faced with a difficult decision and nothing on which to base it, could seek out assistance. Perhaps there’s some website, some guidebook, some other source of information available somewhere, with advice, based on experience, to which you can turn.

In brief, wisdom is better than guesses, and there’s a lot of wisdom out there that’s often ignored. The wisdom that exists may only be partially applicable, and there may still be a lot of guesstimation to do. Or maybe there’s no such wisdom to be found at all. But in that case, you’re no worse off than when you started. And no one can later call you on the carpet and say: “Why didn’t you ask Bob?”
Hey Stick, you know what? We need to make a ladder to get up into the tree house.

We do?

'Cause I have to do the scientific engineering. Once you get up there, reach down and grab my hand. I can almost touch your hand, Stick, so our two arms' length is exactly how long the ladder should be.

Sure we do. But we better make sure that it's the right height. Go ahead and climb up, Stick.

Okay, Stick, cut the pieces to be exactly double this distance.

I'm reaching as far as I can, Ricky!

I can almost touch your hand, Stick, so our two arms' length is exactly how long the ladder should be.

Why do I always have the hard job?

#?!#%! . . .

Darn, Stick, you cut the rope too short!
How many of us haven’t done something like this? And always, deep down, we know we’re being as dumb as Ricky was. Usually, it doesn’t do all that much harm. But, every now and then, people who are otherwise rational really do hold their arms out to measure a picture, walk across the room trying to hold their arms steady, and then bang a nail into a wall to hang the picture on. The results are usually embarrassing, and sometimes really annoying.

Yet it’s not unheard of, in a big, expensive, serious DoD program, for someone to do pretty much the same thing, and use a thoroughly ad hoc method for determining a metric that needs to be more precise. We’ve all probably witnessed a scene where someone with precious little coding experience says “No problem—we can get that new module written and debugged in a couple of days, for sure!” And then, it’s not only foolish, it can do lots of harm.

A way to avoid the trap is to realize that metrics are not second-class citizens. Doing the sexy engineering tasks is important, but getting valid metrics on those tasks shouldn’t be an afterthought. Another pitfall is haste: we’re often in a hurry and don’t want the delay that careful measurement demands. For big projects (which tend to be late almost by definition), enforcing a rigorous metrics program can slow things up to an alarming degree.

But that’s the way it is, and it can’t be changed. If we skimp on getting sound numbers on which to make sound decisions, if we accept rough figures as though they were accurate, and let guesses count as gospel, then we’ll fall even further behind, because our arms-length guess was screwy, the ladder won’t reach, and we’ll have to start all over again.

Bottom line: With your program’s future on the line, it is prudent to ask your contractor some hard questions about the relevance and accuracy of whatever figures are quoted to you. Said differently, do you really think he can keep his arms that steady as he walks across the room?
C’MON, STICK, WE’VE GOT TO CLOBBER WALLY WITH SNOWBALLS WHEN HE SHOWS UP. WE NEED TO HAVE ENOUGH ON HAND TO MAKE HIM BEG FOR MERCY.

HOW MANY IS THAT?

WELL, WE DON’T ALWAYS HIT EVERY ONE OF OUR SHOTS, SO LET’S MAKE TEN SNOWBALLS EACH. THAT’LL MAKE HIM CRY.

THAT’S IT, STICK. A NUCLEAR STOCKPILE OF MEGATON SNOW MISSILES.

I THINK THAT’S WALLY COMING!

...18, 19, 20. TWENTY SHOTS, TWENTY MISSES. NOW, YOU’RE BOTH OUT OF AMMO!

YOU’VE HAD IT WALLY! WE’VE GOT TWENTY KILLER SNOWBALLS AND WE’RE GOING TO BLAST YOU!

BETTER MAKE A FEW EXTRA NEXT TIME, RICKY! AND LEARN TO AIM BETTER!
A software project plan is little more than a codified set of assumptions, expectations, and hopes. It typically contains some number of estimates based, more often than not, on optimism. Yet the sheer statistics of software failures, especially IT failures, would suggest that a healthy dose of caution, and probably of pessimism, would be more appropriate.¹

Ricky thought he was being appropriately cautious when he estimated that, because he and Stick didn’t always hit every one of their shots, they’d need ten snowballs each. But his reasoning was upside-down. He never once considered how many of their shots actually did hit the target; as it turned out, this was certainly fewer than one in ten. In other words, the number of snowballs wasn’t significant, but only the number of hits. (The reader will already have noted that, given Ricky and Stick’s throwing skill, they probably shouldn’t have been planning to barrage Wally with snowballs in the first place. But that’s a different fable.)

The moral is that we need to stop counting the wrong things, and start counting the right things. Easier said than done, perhaps. But it shouldn’t be all that difficult to take a long hard look at whatever initial estimates you currently have, and wonder “What are these numbers based on? What aren’t these numbers based on?” There’s a good chance that, somewhere in the answers to those questions, you’ll be saving yourself from getting walloped by a whole lot of snowballs.

¹ There are many sources for such statistics. One source often referenced is Lytinen, K. and Hirschheim, R., (1987), “Information Systems Failures: A Survey and Classification of the Empirical Literature,” Oxford Surveys in Information Technology, Vol 4. However, there are many others, whose numbers vary somewhat, but whose essential conclusions do not.
22        The Adventures of RICKY & STICK
THAT MAY BE WHAT YOU WANT, BUT IT AIN’T WHAT YOU’RE GONNA GET . . .

Requirements
OH BOY, THIS'LL BE GREAT!

WHAT ARE YOU DOING, RICKY?

I'M BUILDING A DOGHOUSE! C'MON, STICK, GIVE ME A HAND.

ALMOST THERE, STICK. NOW ALL WE NEED TO DO IS MAKE THE TWO STEPS.

TWO STEPS???

DARN! THESE STEPS DON'T FIT! NOW WHAT?

BECAUSE IT SAYS SO HERE IN THE DIRECTIONS. THIS DOGHOUSE HAS GOT TO FOLLOW THE PLAN EXACTLY!

WHY DOES IT NEED TWO STEPS, ANYWAY?

STILL NOT THERE YET, STICK. WE'VE GOTTA KEEP TRYING!

Build a Dog House in 2 Steps

UH, RICKY...
Sometimes requirements that don’t make any sense creep into a program. Usually, no one knows where they came from, nor why they’re there. They may be based on misunderstandings, or on conditions that have become obsolete. Or maybe they were just a nasty gift from the Bad Requirements Demon. In any case, these are often the very requirements that twist a program into a pretzel.

So it’s perfectly reasonable to periodically reconsider the validity of requirements, either to be sure that they’re still operative, or to verify that their respective interpretations by the builder and end user is consistent: it’s amazing how often such a reinspection will turn up a surprise or two.

It may seem obvious, for instance, that Ricky’s notion of front steps for a doghouse was based on a misreading of the plans. But Ricky wasn’t being any sillier than many real-world counterparts: some software requirements specs have sternly dictated versions of COTS products that are several releases out of date, and more than a few requirements have been diametrically opposite to what the end user has requested.

Bottom line: A periodic review of the requirements asking: “Do each of these still apply? Has anything changed?” is a valuable exercise that can help discover obsolete requirements as early as possible. By doing so, you’ll avoid expending (and wasting) a huge amount of effort in needlessly trying to meet them.
Hey, Stick, I'm getting hungry and Mom's not around. I'm going to make us some sandwiches.

What kind of sandwiches, Ricky?

Let's see. What do I feel like eating? How about some ham, cheese, tuna fish, mustard, pastrami, salami, horseradish, mayonnaise, turkey, and ketchup?

Are you sure that'll all go together?

Sure, Stick, why not? Everything tastes great, so they'll all taste great together!

Mom!

Here we are, Stick. Pop open a couple of cans of soda and we'll have a feast.

Ricky, this doesn't taste so good...

Maybe a little too much mustard.
The process of software system development often involves an ongoing process of refining requirements. And that refinement process is very susceptible to requirements creep, growth, and explosion. It’s the same danger that Mom is always warning Ricky about: “Your eyes are too big for your stomach,” she says, which he usually ignores.

Yet the rest of us are often deaf to that same warning. It all starts when a bunch of people start out with a good idea: “Let’s get rid of these overlapping, obsolete, redundant systems!” So a project begins, and the early requirements are defined. Then everyone goes over to the Dark Side: “Now that we see what we’ve started, why don’t we reengineer ALL of our seventy-three thousand processes into one central, unified, joint, all-purpose, galactic, do-it-all, never-have-to-worry-again INTEGRATED SYSTEM!”

What’s happened is that the understandable desire to eliminate redundancy and incompatibility has transformed itself into a greedy desire for something that ignores practicality and precedent. We get giddy with possibilities, and imagine a cosmically large system whose humongous list of functional requirements makes any development effort prone to failure. And in those giddy moments, it’s easy to forget that the pages of acquisition history are littered with tales of failed programs slain by impossible requirements.

(And this same scenario also shows there are lots of things that are excellent when taken individually, but awful when put together willy-nilly. A different moral, perhaps, but one worth noting.)

The lesson is that, even taking into account the incredible flexibility of software, a coherent system needs some internal integrity and boundedness to it. More important (from the viewpoint of the poor soul who has to manage its development), a system’s requirements should ideally reflect some comprehension of whether those requirements can be satisfied.
CLASS, TODAY WE'RE GOING TO DO AN ART PROJECT.

FIRST, I WANT YOU TO DRAW AN AIRPLANE. AFTER YOU'RE ALL FINISHED, I'LL WANT YOU TO COLOR IT IN.

BUT DON'T START COLORING UNTIL I TELL YOU. I'LL LET WALLY CHOOSE THE COLOR.

WHAT'S YOUR FAVORITE COLOR, WALLY?

RED, MRS. PERILLO.

WHY, THAT'S FINE, WALLY. KEEP DRAWING, BUT DON'T START COLORING YET!

I'M DONE!

HEY, STICK, I'M GOING TO START COLORING MY PLANE.

DO YOU THINK YOU SHOULD, RICKY?

YEAH, STICK, I'LL BE THE FIRST ONE FINISHED . . .

MRS. PERILLO, I'VE CHANGED MY MIND. I REALLY LIKE BLUE THE BEST.

EXCELLENT, NOW START DRAWING, BUT DON'T START COLORING YET!

WHY, THAT'S FINE, WALLY. KEEP DRAWING, BUT DON'T START COLORING YET!
People have the annoying habit of changing their minds. When these people are end users of software systems, then requirements have the annoying habit of mutating.

Given this reality, some of the best advice about dealing with requirements for today’s information systems is to maintain flexibility as long as feasible. Sometimes the ideal strategy is lots of prototyping, to gain buy-in from end-users. Sometimes it’s possible, using iterative cycles, to delay freezing the requirements until some fairly late point. But it’s almost always a poor idea to make a ton of early commitments if there’s no compelling reason to do so.

Because if we do make some early commitment, we often don’t (or can’t) be sure what that commitment implies. And then when things change, which they always do, recovery is sometimes possible, but sometimes it’s not. For Ricky, the first time things changed, he got away with it, by switching from red to dark blue. But when things changed again, and he had to convert that dark blue to pale yellow, he was lost. All he had was a useless picture of a blue airplane—there was no way to erase the blue crayon, and no recovery was possible.

The lesson is that while it’s attractive to make early choices and “nail down the requirements,” it’s not always the wisest course. That approach can sometimes save a lot of time and money, true. But as you’re thinking of taking that step, you might also take the trouble to determine from your stakeholder community whether all the assumptions that underpin the requirements are still applicable. Because it may be that there’s a Gloria in your future, unseen right now, but just waiting for a chance to say: “Yellow, Mrs. Perillo.”
SOME ASSEMBLY REQUIRED

Integration and Interoperability
HEY, STICK, I'M BORED. LET'S GO AND CAPTURE A WILD ANIMAL.

HUH? WHAT WILD ANIMAL?

WE'LL CAPTURE WALLY'S DOG BUDDY! LET'S SPLIT UP THE WORK. I'LL TAKE CARE OF THE CAGE, AND YOU TAKE CARE OF THE ROPE.

THIS OLD BIRD CAGE SHOULD WORK FINE!

HE'S ALMOST UNDERNEATH, STICK! LET'ER GO!

SNAP! RICKY, I'M FALLING!

I SAID 'ROPE', NOT TWINE!

RICKY, THE CAGE LOOKS AWFULLY HEAVY . . .

STICK, THE ROPE BROKE!

I DON'T KNOW WHAT'S GOING ON!

THIS THICK TWINE SHOULD BE FINE!
When multiple parts have to work together—anything from twine and birdcages to collections of complex information systems—and those parts are constructed independently, then there isn’t a prayer of succeeding without rigorous and careful planning about how everything is supposed to fit together.

Just about everybody has a favorite story about the pitfalls of poor integration planning. And yet, over and over, during decades of software acquisition, project after project has made the same mistake. It is still being repeated today. With awful regularity, we see some group of people get together and someone says: “Hey! Let’s build a Big Integrated System! I’ll build the frammis and you build the jimjam. We’ll get Bob to build a few claptraps!” But no one worries too much about the integration part of it. And, sooner or later, the integration turns out to be far more difficult than anyone had realized, and the twine breaks, the birdcage falls, the whole project smashes to the ground, and everyone else points fingers. Then, a few months later, a different group of enthusiastic, hopeful people gets together and someone says, “Hey! Let’s go build a Really Big Integrated System...” and so forth.

And that’s the moment of truth, when somebody (perhaps you, Gentle Reader) has to pipe up and say “Hey, let’s stop for a minute! Let’s see if the plans for the frammis and the plans for the jimjam are consistent with each other. And let’s be sure that Bob’s claptraps will fit” or some comparable bit of caution. Because if somebody doesn’t say something to that effect, and if that caution isn’t shared by everyone in the room throughout the whole life of the project, then it’s a virtual certainty that lots of people will work very hard for a while, but the frammis and the jimjam won’t be compatible, and the claptraps won’t fit at all. And, sooner or later, everyone will fall out of the tree yet one more time.

Bottom line: Interoperability doesn’t happen just because you want it to. It takes effort and resources to make systems successfully interoperate in a useful way. So whenever someone asserts that “our systems will talk to each other...” or something like that, you might ask: “How much are we each budgeting for the interoperability aspect? Let’s see that plan for how each of us will ensure we’re keeping our side of the agreement. Hey, now that I think of it, let’s see the agreement!” You might just find that the “agreement” is nothing more than a vague hope for a miracle.
Class, today we're going to build a model of a molecule.

Each of you will blow up balloons to represent different atoms. Then we'll tape them to this wooden frame.

Gee, Ricky, we got the smallest balloons. We'll look like dorks. Don't worry, Stick, I have an idea.

See? Water always makes balloons much bigger. Now our atoms will be the biggest in the molecule.

Ricky, is that a water balloon? Stop! It will be too heavy...

Don't worry, Stick, I have an idea.
Looking at a single system gives a very different perspective from looking at several interconnected systems. What’s optimal for the single system may not be so for the group, and vice-versa. The success of any collection of interoperating systems depends on just how these different perspectives are negotiated and resolved.

Ricky and Stick, for instance, saw no reason why they shouldn’t make their dorky little balloons bigger. They looked better, and probably felt better. (And who doesn’t like the feel of a good water balloon?) But neither of them considered that their balloons weren’t independent, but were going to be in a collaborative relationship with a lot of other balloons.

It’s not that different for software managers. Software is so easy to tweak and change, and the owner of one system sometimes sees no reason why he shouldn’t make just one little fix here or there, to make his own system a bit better. But when this happens, the change, however small, might disturb something about the agreements with other systems, and can potentially have a serious impact on the whole system of systems, perhaps even destroying it.

When systems are in relationships with other systems, the success of the whole depends on assumptions and agreements that each system adheres to; this is especially true for software systems. The agreements are sometimes specified, but not always. In fact, many of today’s interoperating systems don’t really have a clear agency that is responsible for the whole; instead they depend entirely on unwritten assumptions that everyone adheres to voluntarily. In Mrs. Perillo’s case, there was certainly at least one unwritten assumption: she never expected that anyone would add balloons that were much too heavy, and thus saw no need to say “Don’t use water balloons!”

The lesson is that if you’re the manager of a system that’s an element in a system of systems, you need to be proactive in preserving agreements, written and implicit. Before making any change, even a seemingly trivial one, you might consider asking everyone (and that means everyone, those nearby and those light-years away) whether the change will affect their systems’ operation. Otherwise, you might unintentionally change something that breaks the whole shebang. Then the system stops running, molecules fall down and everybody gets soaked.
Hey, Stick, let's get this racer into tip-top condition, and we'll win the next soapbox derby hands down.

We'll rebuild it from the bottom up, and this time, the brakes will be fail-safe!

They better be. I can't take another crash like that one!

It looks a lot better, but what about these old wheels, Ricky? They're all bent out of shape.

We need new wheels, Stick. I'll get two for the rear and you work on the two for the front.

These big wheels will be great. We'll be higher off the ground, so we'll see much better.

With these babies, we'll be low to the ground and go a lot faster.

#?!#%! . . .
When a system is upgraded with new parts, it generally needs to be done with an overall understanding of the goal of the upgrade. But when upgrades to different pieces are done independently (as often happens with systems of systems, each of which may follow a separate evolutionary path), the upgrades can sometimes be at odds with each other.

For instance, separate upgrades can follow very different evolutionary goals. The upgrade to System A may aim toward greater internal efficiency while that of System B may aim at a better user interface. (Or, as in the case of our hapless heroes, Stick wanted to see better, Ricky wanted to make the racer faster.) Each upgrade might separately represent an improvement. But considered from the perspective of the whole, the aggregate system may not be improved at all; it might not even be operable. (Truth to tell, Ricky’s racer, even with mismatched wheels, could still roll. But it would probably be slower, not faster, and the driver wouldn’t see where he was going. While that wouldn’t bother Ricky all that much, it’s more serious when it describes how some actual systems evolve.)

And conflicting evolutionary goals are not confined to huge systems; they can pop up in small, isolated systems just as easily, and they can occur whether you’re dealing with COTS products or custom-written code.

Bottom line: The evolution of any separate part has to be done with an awareness of how that evolution affects the integration of the whole. So if you (or your contractor) are contemplating an upgrade to a system, you might aim to explicitly answer such questions as: What is the goal of this upgrade? How does it match with upgrades to other systems with which our system interoperates? Because if multiple evolutionary goals are at odds, the integrated working of the whole might well be destroyed.
including connected carriers, Military Service and Defense Logistics Agency (DLA) Integrated Material Logistics (IMLS), weapon system program offices, commercial distributors and suppliers; including manufacturers, commercial and organic maintenance facilities; and other logistics activities (e.g., engineering support activities (ESA), testing facilities, cataloging services, certification and marketing offices).

C.3.1. Pursuant to DOD Directive 140.1, reference (a), all DOD Components shall:

C.3.1.1. Structure their material management to provide responsive, consistent, and reliable support to the warfighter during peacetime and war. This support should be defined by performance agreements with customers to the furthest extent. For weapon system material, these agreements should be negotiated with
WE’LL WORRY ABOUT THAT WHEN THE TIME COMES.

Deployment
The Adventures of RICKY & STICK

HURRY, STICK, WE HAVEN'T GOT ALL DAY!!

ME TOO, RICKY. I WISH WE WERE AT THE BEACH!

GOSH, STICK, I'M DYING IN THIS HEAT!

Hey, you two -- why don't you come over and play in my new pool!

Thanks, Gloria! That will be great!

Stick, let's get going. We'll blow up the floats we got at the beach last summer!

I can't wait to do my first cannonball.

Hey, you two -- why don't you come over and play in my new pool!

Thanks, Gloria! That will be great!

Stick, let's get going. We'll blow up the floats we got at the beach last summer!

I can't wait to do my first cannonball.

Gee, Rick, this is harder than I thought.

(Pant, pant...!) Ricky, I think I'm going to die doing this...

Almost there, stick. Just think of that first cool plunge!

C'mon, Silly. It's not too cold. Get in and we'll pretend we're at the beach.

Much later...

C'mon, Silly. It's not too cold. Get in and we'll pretend we're at the beach.

I can't wait to do my first cannonball.
Chronologically speaking, deployment of a system comes late in the life cycle. But knowledge about where the system will actually be installed and run is needed way upfront, when the requirements are being decided.

And it’s painful to observe how often this kind of experience really occurs—how often everyone concentrates only on the system and forgets to think ahead about deployment. And when that happens, it’s not all that different from poor Ricky and Stick, who worked so hard blowing up their huge floats, not realizing that the vast Olympic pool they expected to find was nothing like the dinky wading pool they eventually found.

Bottom line: Find out early as many grisly deployment details as you can. Get explicit answers to such questions as: “Where is the system going to be deployed? What is the physical location? What hardware will it run on? What else will share the operating environment?” Such knowledge is no less critical than any of the other requirements, and getting this knowledge early can only help.
HEY, STICK
WE NEED
A TABLE
UP HERE.

SURE WE DO.
LOOK, STICK,
THAT OLD
STUMP WILL
BE GREAT!

WE DO?

SEE HOW
NEAT IT IS?
I'LL GET MY
DAD'S LADDER
AND WE'LL HAUL
IT UP TO THE
TREE HOUSE.

SURE WE DO.
LOOK, STICK,
THAT OLD
STUMP WILL
BE GREAT!

ALMOST THERE, STICK.
WHEN WE GET IT TO
THE TOP STEP, WE CAN
JUST LET IT DROP INTO
THE TREE HOUSE!

OKAY, STICK,
LET 'ER DROP
AND WE'LL
BE ALL SET!

SNAP! CRAAAK!

CRASH!
It’s all too easy to focus only on the benefits you’ll get from a new system: its hoped-for functionality, the ROI it will bring, or whatever other great things were the selling points that got the program approved in the first place.

And this can mean that you ignore thinking about context, and about whether the deployment environment is capable of supporting the new system (in much the same way as whether a flimsy tree house can support the weight of a very heavy stump). If it can’t, then you may find yourself expending a huge effort getting the system into place, as did our heroes, only to come to grief.

Nor is this necessarily a hardware issue; the moral is no less applicable (in fact is very applicable!) to a large, complex software system. Lots of questions are apt: What additional software resources are needed for system deployment? Who has the responsibility to supply them? How much will deployment cost? Where are those dollars in the budget? Will it deploy in stages? and so forth.

The moral is that you and your contractor need to know explicit details about the deployment environment—load factors for instance—and then be sure that the system will operate properly in that environment. And you need to know it way upfront: though the deployment process may be far in the future, deployment planning should be done at the earliest part of the project.
HEY STICK, I HAVE A GREAT IDEA. LET'S OPEN A LEMONADE STAND AND MAKE SOME BUCKS!

SOUNDS LIKE A WINNER, RICKY!

OK, STICK, LET'S GET BACK TO THE KITCHEN AND BRING EVERYTHING OUT. WE'LL BE RICH IN A COUPLE OF HOURS!

RICKY, WHY DID WE BUILD THE STAND SO FAR AWAY FROM THE KITCHEN?

FORGET IT, STICK, WE'RE READY TO GO.

STICK, WE FORGOT THE ICE!

DARN, STICK. OK, LET'S GO GET IT.

(RANT, RANT) OK, STICK, WE'RE FINALLY SET TO MAKE THE BIG BUCKS.

HY, GUYS, I'LL TAKE A GLASS!

GLASS? OK, BOB, HERE IT.... RICKY! WHERE ARE THE GLASSES?

JUST IN TIME—HERE COMES OUR FIRST CUSTOMER.
There are dozens of stories about glitches in deploying software systems: everything from insufficient memory or too-slow hardware to incompatible disk drives and the glare from fluorescent light bulbs. And there really have been such errors.

Some of these glitches are truly difficult to see in advance, at least until you’ve been burned once or twice. There are, for instance, some thorny logistical issues, things like the length of supply chains, or the time needed to replenish needed items. You may think, for instance, that selling lemonade is your real job; but you can’t sell it without glasses and ice. And for Ricky and Stick, their task was made significantly more difficult because of how far they had to run back to get those glasses and ice, while the lemonade sat in the sun and poor Bob stayed thirsty.

As with almost any story about deployment, the culprit is focus, since we all tend to focus on the system being built, and on its requirements, its features, its design. In so doing, it’s all too easy to neglect many things that are inherently boring to most software engineers—a lot of things that software depends on are not really software things. But someone has to worry whether the extension cord is long enough, and someone needs to think about whether the chairs are too small.

Bottom line: No matter how spiffy the software is, if the people in the field aren’t able to use it, it does them no good. What else is necessary? Have the users been given all the additional tools they need? Have they been trained properly? and other similar questions. As with poor Bob, there may be some great-looking lemonade right in front of them, but they’ll be thirsty until the glasses arrive.
ENCLUSION7

HUMAN SYSTEMS INTEGRATION (HSI)

E7.1. GENERAL

The PM shall have a comprehensive plan for HSI in place early in the acquisition process to optimize total system performance, minimize total ownership costs, and ensure that the system is built to accommodate the characteristics of the user population that will operate, maintain, and support the system. HSI planning must be summarized in the acquisition strategy and address the following:

E7.1.1. Human Factors Engineering. The PM shall develop a human factors engineering (human factors engineering/cognitive engineering) program to ensure that human factors engineering/cognitive engineering is employed during system engineering over the life of the program to provide for effective human-machine interfaces and to meet HSI requirements. Where practicable and cost effective, system designs shall maximize or eliminate system characteristics that require excessive cognitive, physical, or sensory skills, entail excessive training or workload-intensive tasks, result in missed critical errors, or produce safety or health hazards.

E7.1.2. Personnel. The PM shall work with the personnel community to define the human performance characteristics of the user population based on the system description, projected characteristics of target occupational specialties, and recruitment and retention needs. To the extent possible, personnel shall not require special cognitive, physical, or sensory skills beyond that found in the specified user population. For those programs that require skill requirements that exceed the knowledge, skills, and abilities of current military occupational specialties or that require additional skill indicators or hard-to-fill, ordinary occupational specialties, the PM shall consult with personnel communities to identify needs, personnel shortfalls (PERSTMPUS), and funding issues that impact program execution.

E7.1.3. Usability. The PM shall work with usability representatives to establish requirements for the physical environment (e.g., adequate space and temperature control) and, if applicable, requirements for personal services (e.g., medical and dental) and living conditions (e.g., housing and personal hygiene) for conditions that have a direct impact on meeting or sustaining system performance or that have an adverse impact on quality of life and understanding recruitment or retention is degraded.
YOU DO IT YOUR WAY,
AND I’LL DO IT MINE . . .

Business Processes
Hey Stick, I've got a great idea! Let's use bottlecaps to play checkers with.

Why, Ricky?

It'll be a lot neater than using those dorky old black and white checkers. I'll take the root beers and you take the grapes.

Rick, there aren't enough root beers and grapes. Now what?

O.K., I'll take the root beer, orange, and cream, and you take the grape, ginger ale, and black cherry.

Hey Stick, I've got a great idea! Let's use bottlecaps to play checkers with.

Why, Ricky?

It'll be a lot neater than using those dorky old black and white checkers. I'll take the root beers and you take the grapes.

Rick, there aren't enough root beers and grapes. Now what?

O.K., I'll take the root beer, orange, and cream, and you take the grape, ginger ale, and black cherry.

Hey Stick, I've got a great idea! Let's use bottlecaps to play checkers with.

Why, Ricky?

It'll be a lot neater than using those dorky old black and white checkers. I'll take the root beers and you take the grapes.

Rick, there aren't enough root beers and grapes. Now what?

O.K., I'll take the root beer, orange, and cream, and you take the grape, ginger ale, and black cherry.

Hey Stick, I've got a great idea! Let's use bottlecaps to play checkers with.

Why, Ricky?

It'll be a lot neater than using those dorky old black and white checkers. I'll take the root beers and you take the grapes.

Rick, there aren't enough root beers and grapes. Now what?

O.K., I'll take the root beer, orange, and cream, and you take the grape, ginger ale, and black cherry.
It’s usual that the introduction of a new software system means that the users will be doing something different from their familiar tasks. As often as not, the business processes have been reengineered and improved, and the end result is that things will change for the better (or, at least, so everyone hopes). But every now and then, someone decides to introduce a software system that doesn’t really change any business processes. All it does is force the users to learn some very annoying software steps that don’t improve anything: the users are doing exactly what they used to do…but now it’s harder.

When Ricky decided to improvise a new set of checkers, he paid no heed to what that implied. He and Stick had played checkers a million times, and were still playing the same game this time around; same rules, same strategy, same everything. But now they were fighting their own tools; they couldn’t even tell which were their own men, and they ended up fighting with each other. The same thing can happen with software: a simple task executed with pencil and paper can become agony when it needs three screens, forty-three keystrokes, and a trip to the printer.

There are, on occasion, good reasons to introduce new software while keeping some process unchanged. It might be a huge increase in transaction turnaround time, or a vital need for consistency with other operations, or something of that kind. But whatever the reason, it has to be enough to offset the inevitable unhappiness of the end users. More to the point, any conceptual separation between a process and the software that implements it is suspect.

So the moral is: If new software comes into play, it’s probably bogus to think that all it’s doing is supporting the same old process.

Said in reverse, if you truly must introduce some new piece of software, ask yourself: Have I considered what process reengineering is needed? Have I brought it about? If you haven’t, it’s worth taking a hard look to find out why.
STICK, I'VE DEVELOPED A SURE-FIRE IMPROVEMENT IN SNOWBALL WARFARE! WALLY WILL BE DEAD MEAT!

I'LL BE THE GUNNER, AND YOU'LL BE THE LOADER. YOU TOSS ME A SNOWBALL, AND AS I'M FIRING, YOU'RE GETTING THE NEXT ONE READY TO TOSS TO ME.

OK, RICKY, I HOPE IT WORKS!

OK, WALLY, PREPARE TO MEET THY DOOM! THIS IS NEXT GENERATION SNOWBALL TECHNOLOGY!

HERE RICKY! STICK, TOSS 'EM HIGHER!

FASTER, STICK!

HELP, RICKY, I SLIPPED!

BOY, ARE YOU TWO DUMB!
When a new software system is introduced, often with a loud public flourish, it sometimes happens that it falls flat on its face. Usually it’s just embarrassing, but sometimes it’s quite dangerous, with the potential for grave effect. This has led to a widespread belief that a large percentage of all software is seriously flawed, and that the craft of creating computer programs is unacceptably primitive.

Some of the belief is justified; there’s a lot of bad software out there. But an equally guilty partner, one that usually hides far from public scrutiny, may be that the folks responsible for introducing the new system didn’t pay any real attention to the training of the new system’s users. Those users likely needed significant practice with the changed and reengineered business processes the new system demands, and with that training, the system might otherwise have been a triumphant success.

Now, Ricky may have been on to something with his new mode of snowball warfare. But he and Stick didn’t bother to practice it, so they were total doofuses to try out such a radically different system when they were in mortal combat with Wally. (Who knows - the whole future of the Ricky-Wally War might have been different.) For any manager whose responsibility involves bringing a system to IOC, the task of bringing its users to IOC is of equal importance.

Moral: it’s worth looking carefully at how training appears in the project plans. If the training appears to be an afterthought, it’s probably not enough. If the training is being squeezed by the schedule, the schedule needs to be changed. And if the training isn’t even on the radar screen, then you’d be wise to buy a bus ticket and get out of town. Wally’s got some nasty-looking snowballs, and he’s right behind you.
Hey guys, want to go fishing with me?

Sure, Bob!

OK, guys, each of you pick out a rod, and head over to the pond. I'll be there in a few minutes.

Do you think you can handle that one, Ricky? It's pretty big.

Not to worry Stick. I'm a pro!

C'mon Stick, let's get started. Watch this!

Shouldn't we wait for Bob?

Listen, Ricky: Don't pick out a rod just because it's the biggest one. You want a rod that suits you!

Stick, I slipped!!

Ricky, we're falling into the water!!!
Tools, whether fishing rods or software systems, should be appropriate to both their intended use and their intended users. But often, there’s a mismatch somewhere along the line. Sometimes, what the users want isn’t what they really need. And sometimes, regardless of what they want, what they need is far from what they get.

Ricky’s tumble into the drink came from this kind of mismatch. He was dazzled by bigger!, and paid no attention to the fact that the huge rod was far beyond his size and strength. Sometimes, organizations are equally dazzled by other things—newer! fancier! better! cheaper! faster!—all of which are equally seductive and equally dangerous.

No one can doubt the DoD’s need for the finest software systems possible, a need that will continue for the foreseeable future. But resources are finite, and they have been squandered too often, usually because realism somehow gets misplaced, just as happened to Ricky. So questions like the following are apt, and should be asked as early as possible: Are these the capabilities that we really need? Or is our true need somewhere else? What precisely will happen if we don’t get this new system? If the acquisition is complex, or expensive, or controversial, does the system’s potential benefit outweigh the risks should the acquisition fail? Is it imperative to take a large leap forward, or can there be several small steps? And are we trying to use a fishing rod that we have no business using?

When posing these questions, you will run the danger of “acting negative,” or “being obstructionist,” or “not thinking out of the box,” or some equally vacuous accusation. Keep the faith, friend. In response, you can point to a depressingly large number of failed software programs over the past two decades. Surely, totaling the cost of those wasted programs should be answer enough.
The Adventures of RICKY & STICK

ONE DAY, AS SUMMER WAS COMING TO AN END, RICKY TOLD HIS MOM HOW MUCH HE WAS DREADING THE START OF SCHOOL. “I HATE THOSE DUMB TESTS, AND THOSE DUMB ASSIGNMENTS. WHEN THE SUMMER STARTED, I THOUGHT I WAS FINALLY FREE, AND NOW IT’S ALL STARTING AGAIN!” HE WAS NEAR TEARS.

HIS MOM WAS UNDERSTANDING, BUT REMINDED RICKY, “SURE, HONEY. SUMMER WAS A FUN TIME. BUT DON’T FORGET, SUMMERS ARE ALWAYS TOO SHORT, AND AUTUMN ALWAYS COMES, AND THEN YOU ALWAYS GO BACK TO SCHOOL. AND SCHOOL ALWAYS MEANS YOU’LL HAVE NEW TEACHERS, WITH NEW THINGS TO LEARN, AND TESTS AND ASSIGNMENTS FOR YOU TO DO.”

THIS WAS THE FIRST TIME THAT RICKY HAD EVER CONSCIOUSLY PAID ATTENTION TO THE IDEA OF PERPETUALLY GOING INTO NEW GRADES. HE KNEW, OF COURSE, THAT THERE WERE OLDER KIDS IN HIGHER GRADES. BUT HE HAD NEVER QUITE THOUGHT ABOUT SCHOOL IN THIS NEVER-ENDING WAY.

SUDDENLY, HE GOT A HORRIBLE VISION OF THE REST OF HIS LIFE FILLED WITH NEW SCHOOL YEARS, HATEFUL ASSIGNMENTS AND TESTS, AND TEACHERS NAGGING HIM TO LEARN EVER-HARDER SUBJECTS. HE WAS BEGINNING TO UNDERSTAND THAT A NEW TERM WOULD NEVER BE A ONCE-ONLY EVENT TO BE GOTTEN THROUGH, BUT PART OF A LARGER, ONGOING PROCESS. THE PROSPECT FILLED HIM WITH A GREAT DREAD.

AFTER RICKY HAD GONE TO BED (UNUSUALLY, BEFORE BEING TOLD TO), HIS DAD ASKED HIS MOM, “WHAT’S WRONG WITH HIM?” SHE SMILED. “DON’T WORRY,” HIS MOM SAID, “HE’S JUST BEGUN TO PUT IT ALL TOGETHER — REALIZING THAT HE’LL ALWAYS BE MOVING INTO ANOTHER GRADE, WITH UNFAMILIAR TEACHERS, AND NEW SUBJECTS. HE DOESN’T WANT IT TO BE TRUE, POOR KID; HE WANTS TIME TO STOP AND FOR THINGS TO STAY JUST THE WAY THEY ARE NOW. BUT HE’S STARTING TO UNDERSTAND THAT HE DOESN’T HAVE MUCH CHOICE IN THE MATTER…”

ONE FINAL THOUGHT . . .
Owners of modern software systems, particularly information systems, are increasingly aware that the stability of their systems is constantly being undermined. Familiar tools disappear, new ones appear, Web services evolve, commercial products are updated, users demand new capabilities, and so forth. And the pace of this instability is only increasing. It’s normal to find this unsettling, and to try to nail down islands of stability that last while the rest of the world changes around you. But that strategy will only work for a little while—about as long as the endless summer that Ricky thought he had finally found.

The real solution, difficult as it may be, is to embrace the march of technology and to make it work for you; to accept that change really will be never-ending. This means developing a strategy that somehow encompasses and expects the inevitable earthquakes to your system, and makes them opportunities for improvement and growth.
Epilogue

And so we come to the end of the adventures of Ricky and Stick. We began by calling these stories “fables,” and the term is apt, since each story is intended to demonstrate some moral or useful principle. Thus, in each episode, we’ve suggested a few ways that the story might be applicable to problems in the real (and, sadly, no less hazardous!) world of software acquisition. We truly hope that, in addition to provoking a smile or two, some of these tales will resonate with readers who are really grappling with the situations that are only fictional here.

In the great fables of antiquity, their morals were generally stated as clear, easily-remembered mottoes, such as “One man’s pain is another man’s pleasure,” or “Necessity is the mother of invention.” Unfortunately—from this author’s viewpoint at least—these well-turned phrases are remarkably difficult to come up with. (I suspect that old Aesop may have had a couple of Madison Ave. types helping him out.) But since I wish to place the overall set of “morals” in some sort of relief, I herewith append a thumbnail list of them.

That the morals are largely self-evident is obvious. That they often require restating is painfully true.

So to recap, the Morals Of Our Stories are:

- It’s really good to test before fielding. (p.9)
- It’s usually wiser to let a model model something real (p.11)
- IV&V is, by and large, a good thing. (p.13)
- Using the “seems OK to me” rule is often a recipe for disaster. (p.17)
- Metrics aren’t second-class citizens. (p.19)
- Counting the right things is better than counting the wrong things. (p.21)
- It can’t hurt to rethink the requirements every now and then. (p.25)
- A grab bag of “want-to-have’s” doesn’t make a requirements set. (p.27)
- “Nailing down the requirements early” isn’t necessarily a good idea. (p.29)
- Interoperation doesn’t happen just because everyone wants it to. (p.33)

Interoperation fails if someone ignores the assumptions held by everyone else. (p.35)

If separate systems evolve, somebody needs to keep an eye on preserving their inter-operation. (p.37)

Knowing where a system will be deployed is as important as knowing what the system does. (p.41)

Planning for deployment generally needs to come as early in the life cycle as other system requirements. (p.43)

Deploying the software usually means deploying a lot more than the software. (p.45)

Big software change almost always means big change to the business process. (p.49)

Any new business process means some—and often a lot—of new training. (p.51)

The biggest (or most expensive, or most feature-laden) system is not necessarily what is needed. (p.53)

Continual change is inevitable. This is true whether we wish it or not. (p.55)
Afterword

Writing this little book has been a genuinely pleasurable experience. David and I found the collaboration enlightening on several levels, not least of which was how well the little comic stories we devised had genuine bearing on topics that are really quite serious and important. And we feel that there’s a lot more that could be said. We’re therefore very interested in hearing from any readers who can suggest comparable situations, topics, stories, scenarios, whatever. If you can help us concoct a few more of these little fables, we’ll definitely find a way to make them see the light of day. (djc@sei.cmu.edu)
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