The Software Engineering Institute (SEI) is a federally funded research and development center (FPRDC) sponsored by the U.S. Department of Defense and operated by Carnegie Mellon University.

The SEI’s mission is to advance the technologies and practices needed to acquire, develop, operate, and sustain software systems that are innovative, affordable, trustworthy, and enduring.

The 2015 SEI Year in Review highlights the work of the Institute undertaken during the fiscal year spanning October 1, 2014 to September 30, 2015.

At the Carnegie Mellon University Software Engineering Institute (CMU SEI), our technical staff creates innovation from rigorous research and transitions technology to enhance our sponsors’ capabilities and improve the state-of-the-practice in software and cybersecurity. In July 2015, the Department of Defense endorsed the enduring value of these efforts by renewing its contract with CMU for the SEI.

Our R&D work continues to meet current needs and form answers for tomorrow’s challenges. In 2015, our engineers stepped in to help a prototyping team in a government lab accelerate its use of Agile methods in an acquisition for a critical U.S. Air Force intelligence system. At the same time, our researchers began building the foundations of new knowledge regarding how to increase people’s trust in robots.

At the request of the Department of Homeland Security (DHS), we conducted an evaluation of risks associated with the emerging Internet of Things. In related work, we collaborated with the Department of Transportation and US-CERT on research aimed at securing the U.S. government’s fleet of vehicles.

The SEI produces results by collaborating with government, academia, and industry. In 2015, we developed a Cyber Investigator Certification Program for the Federal Bureau of Investigation (FBI), conducted risk and vulnerability assessments for industry organizations, and collaborated with researchers from CMU and the Florida Institute of Technology on a dynamic network defense platform.

Over the last three years, we helped save the U.S. government about $70 million while training more than 125,000 cybersecurity workers using the SEI-developed Federal Virtual Training Environment (FedVTE).

Software drives the cyber environment on which everyone—our military, civil government, industry, and entire population—relies. Wherever you find software, you will find the SEI at work.

Paul D. Nielsen
Director and CEO
The SEI achieves its goals through technology innovation and transition. The SEI creates usable technologies, applies them to real problems, and amplifies their impact by accelerating broad adoption.

Create
The SEI addresses significant and pervasive software engineering problems by
- motivating research
- innovating new technologies
- creating prototypes and open-source software
- identifying and adding value to emerging or underused technologies
- improving and adapting existing solutions
SEI technologies and solutions are suitable for application and transition to the software engineering community and to organizations that commission, build, use, or evolve systems that are dependent on software. The SEI partners with innovators and researchers to implement these activities.

Apply
The SEI applies and validates new and improved technologies and solutions in real-world government and commercial contexts. Application and validation are required to prove effectiveness, applicability, and transition potential. Solutions and technologies are refined and extended as an intrinsic part of the application activities. Government and commercial organizations directly benefit from these engagements. In addition, the experience gained by the SEI informs
- the “Create” activities about real-world problems and needed adjustments, technologies, and solutions
- the “Amplify” activities about needed transition artifacts and strategies
The SEI works with early adopters to implement the “Apply” activities.

Amplify
The SEI works through the software engineering community and organizations dependent on software to encourage and support the widespread adoption of new and improved technologies and solutions through
- advocacy
- web-based communication and dissemination
- books and publications
- certifications
- courses
- leadership in professional organizations
- licenses for use and delivery
The SEI accelerates the adoption and impact of software engineering improvements. The SEI engages directly with the community and through its partners to amplify its work.
Software is critical to the system capabilities the Department of Defense (DoD) needs to achieve its mission. The pace of innovation in information technology (IT) is unmatched by any other technology crucial to the DoD’s mission readiness and success. The expectations placed on software and IT have only increased. If the DoD is to acquire and deploy trustworthy software-enabled capabilities, it must address systems engineering, cybersecurity, and software engineering together from conception to sustainment.

Since 1984, the Software Engineering Institute (SEI) has served the nation as a federally funded research and development center sponsored by the DoD. The SEI helps organizations improve their ability to acquire, develop, operate, and sustain software systems that are innovative, affordable, enduring, and trustworthy.

To support these objectives, the SEI focuses on several technical directions in the following major areas:

- **Software Engineering**, including issues of software system acquisition, design, development, integration, testing, sustainment, and measurement
- **Cybersecurity**, including activities related to the security of networks and computers, with a strong focus on deployable tools, methods, and workforce development
- **Assurance**, comprising a combination of techniques in software engineering and security that focus on a “designed-in” approach throughout the software lifecycle
- **DoD Critical Component Capabilities**, such as cyber-physical systems, high-performance computing and parallel algorithms, mobile applications, networking, and autonomous operations

In FY 2015, the SEI received funding from a variety of sources in the Department of Defense, civil agencies, and industry.
SEI Contract Renewed by Department of Defense for $1.73 Billion

In fiscal 2015, the U.S. Department of Defense (DoD) renewed its contract with Carnegie Mellon University for the Software Engineering Institute. The contract ensures that the Institute, a federally funded research and development center, will continue to support the nation’s defense by advancing and transitioning the science, technologies, and practices needed to engineer and secure software systems.

The SEI, which is sponsored by the Office of the Under Secretary of Defense for Acquisition, Technology, and Logistics, is the only FFRDC focusing specifically on software-related security and engineering issues. The contract was awarded for a term of five years with an option for an additional five years. The contract has an overall ceiling of $1.73 billion.

“It is an honor for CMU to be selected to manage the government’s research and development center for software engineering and cybersecurity at such a critical time for this work,” university President Subra Suresh said. “CMU’s expertise in securing systems and combatting cyberattacks is a university-wide strength across the SEI and various academic units, and this work is becoming increasingly important not only for national defense but also for individual citizens, critical infrastructure, and commercial enterprises.”

Complex software systems requiring the highest levels of cybersecurity now underpin the operations of the DoD, the Department of Homeland Security, and other government agencies and industries in our software-dependent society. As part of Carnegie Mellon University, one of the world’s leading academic institutions for research and education in computer science and engineering, the SEI is uniquely positioned to develop technologies and practices through its own research and to apply innovative technologies developed by outside organizations to solve difficult engineering and cybersecurity challenges in various fields, including aerospace, transportation, banking and finance, energy, robotics, and industrial automation.

“The renewal of our contract is a strong endorsement of the value the SEI’s women and men provide at a time when cybersecurity and software quality are critical to our national security,” said Paul Nielsen, SEI director and CEO. “Our new contract guarantees that the SEI can continue to develop breakthrough technologies in collaboration with Carnegie Mellon University, the Department of Defense, and our industry partners. It also ensures that hundreds of excellent technology jobs remain in Pittsburgh for the foreseeable future, and that the SEI will continue to be a high-tech anchor for the region.”

OSTP is authorized by Congress to “lead interagency efforts to develop and implement sound science and technology policies and budgets, and to work with the private sector, state and local governments, the science and higher education communities, and other nations toward this end.”

Shannon recently served as general chair for the IEEE Symposium on Security & Privacy and was chair of the IEEE Cybersecurity Initiative until August.

“My goal as chair was to accelerate innovative research, development, and use of efficient cybersecurity and privacy technologies that protect commerce, innovation, and expression,” Shannon said.

Greg Shannon
SEI CERT Division
Chief Scientist

Greg Shannon Joins White House Office of Science and Technology Policy

In July 2015, Dr. Greg Shannon, chief scientist for the SEI CERT Division, joined the White House Office of Science and Technology Policy (OSTP) as assistant director for cybersecurity strategy in the National Security and International Affairs Division.

IEEE-USA provided a fellowship to Carnegie Mellon University to partially support faculty or staff who have the opportunity to serve temporarily in the Executive Office of the President.

As chief scientist, Shannon led the SEI’s CERT Division to advance the science of cybersecurity with new research capabilities for the Defense Advanced Research Projects Agency, the Intelligence Advanced Research Projects Agency, and the Department of Homeland Security.

In his role at the OSTP, Shannon works on

- innovation and policy in cybersecurity research and development
- effective and efficient cybersecurity technologies and practices
- the interdependence of security and privacy
- sustainable diversity of thought in the cybersecurity workforce

OSTP is authorized by Congress to “lead interagency efforts to develop and implement sound science and technology policies and budgets, and to work with the private sector, state and local governments, the science and higher education communities, and other nations toward this end.”
The Software Engineering Institute is helping the U.S. Air Force transition one of its most important—and complex—weapon systems to respond quickly and efficiently to new intelligence data sensors, formats, and analysis. Throughout 2015, an SEI team advised the Air Force program office for the Air Force Distributed Common Ground System (AF DCGS) as it prepared to start acquiring systems work performed in accordance with Agile development principles.

“We’re supporting the Air Force Research Lab prototyping team’s effort to enable Agile software development by teaching them how to execute and transition Agile methodology and adapt it to Air Force acquisition processes,” said Harry Levinson, the project lead at the SEI. “This is a major project for a major Air Force system asset.”

The Air Force describes AF DCGS as its primary weapon system for intelligence, surveillance, reconnaissance, planning, direction, collection, processing, exploitation, analysis, and dissemination. It employs a global communications architecture that connects multiple intelligence platforms and sensors. It currently comprises 27 regionally aligned, globally networked sites. Although U.S. involvement in military operations in Afghanistan and elsewhere in the world has wound down substantially over the past few years, the need for AF DCGS has not. “If anything,” Levinson noted, “the AF DCGS is becoming more important and more valuable.”

Indeed, operating the system at the high level of performance needed in the current military environment requires a near constant stream of upgrades, updates, and additions to the AF DCGS computer systems—particularly the software. Anticipating that much of this software development will be done using Agile development methods, the Air Force asked the SEI to help its acquisition teams become skilled in applying Agile approaches to the key task of specifying and defining requirements for software.

The project is led by AF DCGS Program Manager Lt. Col. Joshua Williams. And, while the Air Force Research Lab’s contingent for the work is located in Rome, New York, the team has also been educating and training personnel at Robins Air Force Base in Georgia, Hanscom Air Force Base in Massachusetts, and Langley Air Force Base in Virginia.

The project was launched in October 2014 and continued at a steady pace through 2015. A team of about a dozen SEI experts conducted various training and coaching events during 2015 at various locations, providing everything from formal classroom training to learn-on-the-go brown bag lunch events and in-execution mentoring. Additional training and program activities are expected to continue in 2016.

“Adopting Agile has not been easy,” Williams said recently. “It has brought significant change to our acquisition and development strategies and practices. But overall, it’s helped AF DCGS be more efficient, effective, and affordable.”

For more information on the SEI’s work on Agile in the Department of Defense, visit.sei.cmu.edu/acquisition/research/.

“We’re supporting the Air Force Research Lab prototyping team’s effort to enable Agile software development by teaching them how to execute and transition Agile methodology and adapt it to Air Force acquisition processes.”

—Harry Levinson, SEI Project Lead
Tackling Security Risks in Internet-of-Things Devices

Devices that connect to the Internet, such as cars, insulin pumps, baby monitors, and even household appliances like coffee makers, are growing in number and complexity—and therefore in risk. Most of them weren’t built with security in mind, leaving them vulnerable to attacks by malicious outsiders.

To help reduce that risk and help Internet-of-Things (IoT) vendors make these devices more secure, the U.S. Department of Homeland Security (DHS) asked the SEI to examine them, evaluate their risks, and prioritize those IoT domains with the most critical need for security measures and protections.

The SEI identified several safety-related sectors: vehicle autonomy (self-driving vehicles); smart medical devices, such as pacemakers and insulin pumps; airplanes; and smart sensors, such as home security systems. Another sector of concern is low-priced ubiquitous devices, such as baby monitors, video cameras, and home Internet routers.

The SEI published its recommendations for devices in several of these domains in the 2015 technical report Emerging Technology Domains Risk Survey. In addition to that report, SEI researchers are getting the word out by talking to industry groups such as the Alliance of Automobile Manufacturers and the Medical Device Vulnerability and Information Sharing Initiative (MD-VISI). The SEI advocates threat modeling that accounts for these new risks and coordinated vulnerability disclosure that minimizes costs associated with fixing vulnerabilities.

“DHS needs a way to phase its approach to addressing risks and vulnerabilities in the rapidly expanding IoT marketplace,” said Tom Millar, Chief of Communications at the U.S. Computer Emergency Readiness Team (US-CERT). “The SEI’s CERT research and recommendations help tremendously in informing our decisions and keeping us well positioned to deal with threats as they arise.”

Because of safety concerns, many of the critical IoT domains are regulated, such as vehicle autonomy and smart medical devices. For that reason, the SEI is talking to regulators about where security can be improved and, when possible, how to work security into existing regulations rather than develop new ones.

Art Manion, a senior vulnerability analyst at the SEI’s CERT Coordination Center, describes the challenge this way: “IoT vendors should be able to receive vulnerability reports, make any needed fixes, and deploy fixes or mitigations in a reasonable timeframe. Vendors should also update their threat models to account for the exposure to intelligent adversaries that comes with connectivity. These two strategies are key starting points for IoT security, particularly in safety sectors. We’re only going to see more ‘things,’ so we need to find ways to support vendors as they prepare for and respond to security threats in these products.”
Be Unpredictable: Dynamic Network Defense Improves Security

A moving target is more difficult to hit than one that’s standing still. This concept is foundational to dynamic network defense, an approach to network security that hinges on creating unpredictable conditions for cyber attackers. This area of research is advancing rapidly, and with that growth comes the need for an approach that considers how newly developed techniques can work together.

In October 2015, staff members from the SEI’s Emerging Technology Center began a multi-year project to respond to this need by creating a reference implementation for a dynamic network defense platform—a standard by which future implementations and customizations can be evaluated. “We’re taking all of these new technologies that are being developed independently and bringing them together. We’re finding where they might conflict and where they might complement one another, and ultimately making them usable for our government customers.”

—Andrew Mellinger, SEI Emerging Technology Center

The project has three overarching goals: adoptability, security, and extensibility. “We have to make sure our platform is usable for the people who need it, that it’s designed securely from the ground up, and that it can be customized and added to,” Mellinger explained. To achieve those goals, the team is working toward a number of specific objectives for the platform. The SEI’s solution will accommodate and balance a variety of techniques from any layer of the “stack”—from policy to operating system to network and beyond. Examples include requiring periodic password changes to create a changing environment, IP hopping to make networks difficult for attackers to probe, and redundant data to allow for double-checks and restoration. And by working in a decentralized fashion—spreading services across a network so that services continue to be available even if one part of the network is disabled—the SEI platform will minimize the danger of single points of failure.

The platform will have a rich data model for advanced planning, meaning it will take advantage of analytics as well as proactive operations (routine actions thought to protect a network) and predictive operations (actions based on actual information collected from sensors and other sources).

Human users factor prominently in the development of the platform: rather than simply performing complex and sometimes confusing operations on its own, the platform will provide strong human-in-the-loop support to ensure that users have a role in decision making and that the platform is transparent to the user defending the network. Not least is the ability of the platform to be extended and customized by its users. The project will run through 2017.

The team is currently building the reference platform and has created a walking skeleton, which Agile co-founder Alistair Cockburn has referred to as “a tiny implementation of the system that performs a small end-to-end function.” The SEI team is collaborating with researchers from the Florida Institute of Technology and Carnegie Mellon University and is taking advantage of Carnegie Mellon’s tremendous body of work in self-adaptive systems.

“We’re considering the advances being made in research and how they can be applied to our customers’ needs,” said Mellinger. “This kind of work is really at the sweet spot of the SEI’s mission.”
The strategy of the SEI is to create usable technologies, apply them to real problems, and amplify the impact. The SEI has made significant advances in all three areas this year in its work with the Architecture Analysis & Design Language (AADL). SAE International released AADL as a standard in 2004 to address a common problem in development: mismatched assumptions about the physical system, computer hardware, software, and their interactions could result in system problems detected too late in the development lifecycle. This creates an increasingly unaffordable and potentially dangerous situation for developers and users of mission- and safety-critical technologies.

“[A] key to improving this situation is for developers to perform virtual system integration with the AADL model throughout the development lifecycle and discover system-level issues closer to the time they are introduced,” said Peter Feiler, a principal research scientist at the SEI who was instrumental in the development of AADL.

CREATE

Since its initial release, the SAE AS-2C committee on AADL under Chair Bruce Lewis, a senior researcher from the U.S. Army Aviation & Missile Research, Development & Engineering Center, and Feiler, the SEI technical lead, has played an active role in the “create” phase of this technology by revising the AADL core standard and extending it into a standard suite. This year, the committee released three new annexes. SEI researcher Julien Delange authored the Avionics Application Standard Software Interface (ARINC653) Annex, which supports verification and auto-generation of configurations for partitioned avionics systems. The Error Model Annex (EMF2), revised by Feiler since its original release in 2006, includes a fault effects taxonomy and supports automation of the system safety assessment process and extends it into the software system architecture.


APPLY

This was a year of growth for AADL in the SEI’s “Apply” phase as new organizations chose to use it in their work. In the DARPA High-Assurance Cyber Military Systems program, the Secure Mathematically-Assured Composition of Control Models project chose to use AADL in its work to reduce security risks of software in unmanned vehicles. A red team was unable to penetrate their software over a six-week period, despite access to source code, thanks to contract-based compositional verification, auto-code generation from verified models, and a certified real-time OS kernel. The U.S. Army Joint Multi-Role Technology Demonstrator (JMR TD), which is helping to develop the DoD’s next-generation rotorcraft fleet (Future Vertical Lift), is accelerating its adoption of AADL after a successful shadow project by the SEI and Adventium Labs in 2014 showed potential requirements and system-integration issues could be identified early in the development process.

AMPLIFY

To make it easier to use AADL and amplify its reach, a number of tools have been developed by the SEI and other organizations. The SEI led the development of the Open Source AADL Toolset Environment (OSATE) workbench, which has become a prototyping and transition vehicle for a number of teams in architecture-centric research projects around the world. This year, a number of updates were made to the toolset, including enhancements to the graphical editor and several analysis capabilities, and the creation of a workflow layer that will extend its adoption by practitioners.

For more information on the SEI’s work in AADL, visit sei.cmu.edu/architecture/tools/analyze/.
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Survey Offers Keys to Understanding and Managing Technical Debt

Software development involves compromises between speed and quality. Technical debt weighs the trade-offs between taking shortcuts to quickly deliver features and applying sound software engineering principles to produce high-quality code. The SEI’s Architecture Practices team investigates how organizations conceptualize and handle technical debt. In 2015, the team surveyed more than 1,800 software engineers and architects to discover how they handled technical debt on large, long-term projects. Key findings include the following:

- Poor architecture choices are the most frequent source of technical debt, and the most difficult to fix.
- Monitoring and tracking design drift is vital.
- Software tools do not capture the full extent of technical debt, especially for architectural debt. Issue tracking and social processes were the most popular ways to manage it.
- Developers have few formal practices for handling technical debt.

Survey respondents said they handled technical debt on large, long-term projects with the biggest problems being 10 to 15 years old. They had up to millions of lines of code.

The Architecture Practices team also launched a one-day introductory course, “Managing Technical Debt in Software.” In addition, it worked with organizations in industry and government to establish sound practices for managing technical debt, including prioritizing its most significant contributors, introducing technical debt into backlog management practices, and piloting code-quality measurements.

SEI Develops Cyber Investigator Certification Program for FBI

With serious cybercrime on the rise, the FBI recognized the need for more law enforcement professionals, at all levels, equipped to handle crime scenes involving computers and digital artifacts. In particular, law enforcement first responders need to know how to survey and secure these crime scenes without compromising the integrity of evidence. To help meet this need, the FBI conceived a Cyber Investigator Certification Program, and it enlisted the help of the SEI to develop it.

Working with the FBI’s Cyber Division and the International Association of Chiefs of Police, experts at the SEI developed a self-guided online program designed to improve a first responder’s technical knowledge, in particular the investigative methodology specific to cyber investigations.

“In developing this program, we were able to draw on the talent and resources of Pittsburgh’s growing film industry to create engaging, realistic scenarios,” said the SEI’s Kris Rush, technical director of the SEI CERT Division’s Monitoring and Response Directorate. “We also leveraged the capabilities of the CERT STEPfwd training environment to deliver the course,” added Rush. STEPfwd (Simulation, Training, and Exercise Platform) makes available from a web browser components from traditional classroom training, including lectures, slide presentations, hands-on labs, team cyber exercises, and quizzes.

STEPfwd is a flexible, multimedia, e-learning environment that students can access anywhere, anytime. To earn a certificate, participants must complete the course and pass the assessment administered at the conclusion of the program. The course is open to all federal, state, local, tribal, and territorial first responders with an account on the FBI’s Law Enforcement Enterprise Portal.

Law enforcement personnel interested in this training can visit https://www.cjis.gov/onlineapp. For more information on STEPfwd, visit cert.org/cyber-workforce-development/solutions.cfm.

Neil Ernst

Kris Rush
Software has far eclipsed hardware in providing functionality in Department of Defense (DoD) systems: 90 percent of a weapon system’s functionality can depend on software. This makes managing software throughout its lifecycle critical to controlling the performance and costs of DoD programs. Yet, actionable data to guide this task can be hard to come by. The aim of the SEI’s Empirical Research Office (ERO) is to change that. As part of its efforts, the ERO is publishing software factbooks based on analyses of software engineering data to provide insight into policy and management questions about DoD software projects.

The impetus for this work was the challenge in determining how much the DoD actually spends on software. “We wanted to take data that the DoD was already collecting, in the form of Software Resources Data Reports, and answer questions that really make a difference to those charged with funding and managing software-intensive projects,” said Jim McCurley, an SEI researcher. Among the questions the ERO has investigated are, “What differences are there between best-in-class and worst-in-class software projects in the DoD?” and “How much does it cost to develop different types of software systems?” One surprising finding from this line of questioning is that real-time software is approximately four times the cost of automated information system software.

The results of this work are helping the sponsor get the most value out of all of its data. To review the DoD Software Factbook, visit resources.sei.cmu.edu/library/asset-view.cfm?assetid=453262.
The Future Is Now: SEI Emerging Technology Center Equips Government to Reap Benefits of New Technology

Whiteboards filled with mathematical equations, ideas for data visualizations, sticky notes from human-centered design activities, and notes from a cyber intelligence exercise greet visitors to a second-floor space in Carnegie Mellon’s Collaborative Innovation Center. A small robot charges up in the corner near the conference room. Teams work together in group offices around a common area where a poster-sized red octagon commands—both playfully and seriously—“STOP. Collaborate and listen.” The feeling is startup-meets-university, and the work focuses on the practical needs of real government customers.

The Emerging Technology Center (ETC) is the SEI’s newest technical program, joining the Software Solutions Division and CERT Division in 2013. Its mission is to look to the future to prepare government organizations to take full advantage of the technologies that are changing our world.

“We’re looking at ‘recently possible’ technologies that range from 3D printing to autonomy to the ability to quickly process huge amounts of data and making those things practical,” said ETC Director Matt Gaston. The ETC has come a long way from its humble beginnings as a “small but mighty” handful of staffers with a mandate to help the government leverage innovation.

This year, technical experts delivered a predictive analytics course developed for a government customer, provided thought leadership in cyber intelligence in support of the interagency Special Cyber Operations Research and Engineering (SCORE) Working Group, continued building a software library for complex graph analytics, conducted learning events for members of the ETC’s Cyber Intelligence Research Consortium, and worked with government customers on several ongoing projects.

Also in 2015, ETC technical experts proposed several new projects that will stretch into 2016 and 2017. One of these, an effort to extract biometric data from video, could provide a flexible approach to airport security, evaluating post-traumatic stress disorder in returning soldiers, and detecting spoofed (for instance, photographic) faces to bolster current identification techniques.

ETC experts are also working to enhance the way robots explain their actions to ultimately increase users’ trust. This work fills a critical need as the DoD relies increasingly on autonomy, and users must understand robot behaviors to allow them to perform dangerous jobs like search and rescue or explosives detection.

A project to establish benchmarks for selecting scalable machine learning platforms promises to create a level playing field that will help government and industry organizations choose the right tools for data-driven decision making.

Another ETC project seeks to bring modularity to additive manufacturing, an approach that applies foundational concepts of software engineering to 3D printing to increase the speed and flexibility of producing custom objects.

“New technologies make amazing things possible, and every day we help bring those amazing possibilities to bear on real mission needs,” said Gaston.

To learn more about the work of the ETC, visit sei.cmu.edu/about/organization/etc.
Service to government and community has long driven the work of the SEI CERT Division’s Situational Awareness (SA) team, as it did in 2015. For starters, the SA team released a number of new tool capabilities for analysts in the computer network defense community. To support their efforts in network traffic analysis and incident response, the SA team matured its suite of traffic collection and analysis tools called System for Internet Level Knowledge, or SiLK. These tools are specifically designed to enable security analysis on large networks. SiLK’s Analysis Pipeline capability is particularly important to analysts. It reads streaming network flow data from the traffic collection system. When combined with the sensing tool Yet Another Flowmeter (YAF), which is also part of the SiLK network tool suite, Pipeline can search traditional network flow data (IP addresses, ports, and protocols) in near real time. This new capability allows Pipeline to search for domain names and SSL certificates in traffic and immediately pass alerts when they match a potential threat. Sid Faber, senior network analyst on the SA team, explained the enhancement: “Pipeline moves the tool site from a retrospective analysis workflow into a near-real-time alerting workflow. Previously, the analysis pipeline only processed traditional, fixed-format network flow records. In 2015, the capability was improved so that Pipeline can now create metrics and alerts on the more flexible IP Formatted Exchange (IPFIX) data format, enabling it to essentially process nearly any type of data record.” CERT researchers also addressed the ever-increasing challenge encryption poses to network monitoring. It did so by enhancing YAF to capture details about certificates and other traffic features necessary to establish encrypted communications. “In general, we see the continued migration to end-to-end encrypted communications, which creates a real challenge for network-based monitoring,” said Faber. “We’ve also seen the community respond by creating new analysis methods that study how that encrypted communication is established. It’s exciting to see our tools evolve to meet that analysis need by recording as much information as possible when encrypted communications are established.”

The CERT Division has also used reference implementations of security solutions to aid in acquisition support. “We recognize the challenge of deploying commercial security tools to address the unique needs of government, as well as the necessarily long acquisition cycle for deploying new cyber technology,” said Faber. “We’re addressing government needs by operating a data center designed specifically for vendors to demonstrate capability in an environment similar to the government’s network. With sophisticated traffic generation techniques and supporting simulated infrastructure, we do more than just try out a new tool. We optimize a proposed architecture for wide-scale deployment, and if the government chooses to adopt the solution, we transition knowledge gained from the evaluation to streamline acquisition and deployment.”

For more information about situational awareness tools created by the SEI’s CERT Division, visit cert.org/netsa/tools/.
In 2015, the SEI intensified its effort to explore and facilitate the adoption of Agile software development principles. As in past years, the institute emphasized sharing its expertise and know-how with both Department of Defense (DoD) and civilian government organizations. Key among the SEI’s efforts in this area is its research on Agile in government settings.

Launched in 2009, the Agile Adoption in Government Settings project helps acquisition professionals in the DoD and other federal agencies interact effectively with contractors who use Agile methods. The biggest hurdles facing these organizations include new terminology, unfamiliar processes and procedures, and the need for a collaborative acquisition culture. Agile methods are characterized by close collaboration between customers and developers, frequent incremental deliveries of software, and evolution of requirements and designs as more is learned about the system and its intended use.

As of the end of 2015, the SEI had assisted ten U.S. Air Force programs with Agile coaching, training, advice, metrics, and test support. Three U.S. Army programs engaged the SEI for Agile training and support, and two U.S. Navy programs sought SEI help with Agile projects. An additional five civilian agency programs benefitted from SEI Agile expertise, along with several intelligence organizations.

“Our investment in exploring how to use Agile in government settings is paying valuable dividends across the government development space,” noted Mary Ann Lapham, who heads this SEI research effort. “Agile is gaining adherents and proponents at a much faster rate than when we started the program.”

The SEI also expanded other Agile-related activities in 2015: Lapham’s team produced a comprehensive series of podcasts on the major principles of Agile, published additional entries in the SEI Blog on Agile concepts and their application in real-world scenarios, and published an additional entry in the Agile technical note series—Contracting for Agile Software Development in the Department of Defense: An Introduction.

By leveraging its ongoing relationships with DoD acquisition, as well as its experience with civilian government agencies, the SEI has developed a wealth of resources to help the DoD make informed decisions about the use of Agile in achieving its goals for speed, adaptability, and efficiency.

For more information, visit sei.cmu.edu/acquisition/research/.

SEI Facilitates Adoption of Agile in Government Settings

More SEI Agile Research and DevOps Development

Agile principles were at the center of multiple SEI research and development programs:

• The Software Architecture team, led by Robert Nord and Ipek Ozkaya, continued its work with industry and government organizations adopting Agile development methods, helping them introduce software architecture practices into their lifecycle, with a particular focus on quality attributes.

• In the SEI’s CERT Division, a team led by Hasan Yasar focused on DevOps. Yasar explained that DevOps is the extension of Agile principles to the development and operations (Dev+Ops) of software and systems. “DevOps implements Agile methodologies to the next level by focusing on tight collaboration between software developers and other technical experts (such as IT operations and security staff),” he said, “as well as substantial automation throughout the development lifecycle, and design and refactoring of systems to enable maximal agility in deployment and sustainment.” The team provides guidance to organizations starting DevOps programs, and—like the architecture team—is working to add quality attributes to DevOps processes, especially security and compliance.
Crisis Simulation Helps Cyber Intelligence Research Consortium Members Hone Skills

In July 2015, SEI Cyber Intelligence Research Consortium members gathered in Pittsburgh for the organization’s first crisis simulation exercise. The two-day event, hosted by the SEI’s Emerging Technology Center (ETC), brought together participants from member organizations in the government, military, and industry sectors, including PNC and American Express. The participants were charged with no small task: Save the world by finding the source of a dire biological terror threat and developing a threat assessment to put it into context for decision makers.

In kicking off the exercise, SEI Director and CEO Paul Nielsen said, “The military conducts a lot of exercises like this. They help you identify gaps and policy or operational issues you might have.” Nielsen noted that the Cyber Intelligence Research Consortium is trying to bridge the gap between industry and government. “We want this to be the first of a series of such events involving members of the consortium.”

To bring this scenario to life, SEI experts enriched the exercise using video, live action, fictional websites, and a fully functional simulated Internet environment provided by the SEI CERT Division’s STEPfwd platform. Participants with an intelligence background focused on identifying the malicious actors and determining the relationships between events, while those with a technical background focused on reverse engineering a tool produced by the terrorist organization and reviewing evidence collected by field agents based on their findings. Two participants functioned as liaisons between the two groups and coordinated their efforts.

Groups from across the SEI collaborated to produce the simulation. The SEI CERT Division’s Cyber Workforce Development team created large, simulated networks for participants to explore and authored custom malware for use by the threat actors. The SEI’s Emerging Technology Center created a trove of intelligence artifacts for participants to analyze. The CERT Division’s Network Situational Awareness team contributed a flow data analysis component. In addition, the SEI’s Asset Creation, Collection, and Conversion team facilitated the creation of a series of high-quality briefing videos to immerse the participants in their role as agents.

“The event was a great success,” said the SEI’s Jay McAllister, ETC senior analyst and technical lead of the Cyber Intelligence Research Consortium. “It’s a testament to what the SEI can accomplish when folks with different backgrounds and department identifiers come together to build something that showcases the awesome power of the SEI at large.”

To learn more about the Cyber Intelligence Research Consortium, visit sei.cmu.edu/about/organization/etc/overview.cfm. STEPfwd is a virtual training environment that offers a rich library of cybersecurity and information assurance training. To learn more about STEPfwd, visit https://stepfwd.cert.org.
Emerging Technology Center Tackles Intelligence Analysis in New Big-Data Environments

The past year saw continued research and development in the area of graph algorithms, which are widely used in analytical contexts in Department of Defense (DoD) applications. Graphs are used to represent many kinds of complex point-to-point relationships in the physical, cyber, and other realms which span a number of operational areas, including intelligence analysis, autonomous systems, cyber intelligence and security, and logistics optimization. Graph analytics applications in these environments must execute at increasingly larger scales and increasingly higher rates to accommodate the growing velocity, volume, and variety of data sources.

Implementations of graph algorithms to achieve the highest levels of performance are complex and intimately tied to the underlying architecture. New and emerging computing architectures require new and different implementations of well-known graph algorithms, yet it is increasingly expensive and difficult for developers to implement them in ways that fully leverage their capabilities.

To address this challenge, researchers from the SEI’s Emerging Technology Center (ETC) have for several years been investigating approaches that will make high-performance graph analytics on new and emerging architectures more accessible to users. This project, led by principal investigator Scott McMillan, involves researching the best practices, patterns, and abstractions to enable the development of a software graph library that separates the concerns of expressing graph algorithms from the details of the underlying computing architectures.

In 2015, the ETC turned its attention to researching algorithms that would facilitate graph analysis in ever-more-complex high-performance computing architectures. “We want to separate the concerns between the graph expertise needed to develop advanced graph analytics and the hardware expertise needed to achieve high levels of performance on these emerging architectures,” said McMillan. “We’ve joined with other leading experts from industry, academia, and government to create an application programming interface standard called Graph Basic Linear Algebra Subprograms (GraphBLAS) meant to codify this separation of concerns.”

The SEI’s recent work on the GraphBLAS API is helping to spur a number of advancements. For instance, a growing library of graph algorithms developed as part of this project means algorithms can be implemented with less code. Furthermore, development of a specification for the GraphBLAS API will net improved standardization. In addition, the SEI’s collaboration with Andrew Lumsdaine of the Center for Research in Exascale Technologies has resulted in more effective algorithm tuning for implementations in graphic processing unit cards.

As organizations, including those focused on defense, collect larger and more complex sets of data, analysis is becoming a valuable tool for decision making. “We’re working with the best people in the world to bring high-performance computing to new problems in the national defense mission and beyond,” noted Eric Werner, technical director and chief architect for the ETC.
It is a strategic goal for both (ISC)² Pittsburgh and the CERT Division’s Cyber Workforce Development Directorate to provide outreach to the community and increase awareness and interest in cybersecurity professions among school students.

—Jonathan Frederick, SEI CERT Division

In July 2015, the SEI CERT Division partnered with the Pittsburgh, Pennsylvania Chapter of the International Information Systems Security Certification Consortium — (ISC)² — to host a cybersecurity workshop and competition for high school students in the Pittsburgh area. The purpose of the three-day event, conducted at the CERT Division’s Distributed Learning Center, was to provide high school students an opportunity to interact with cybersecurity experts, learn and practice cybersecurity concepts, and discover potential career options in the field of cybersecurity.

“It is a strategic goal for both (ISC)² Pittsburgh and the CERT Division’s Cyber Workforce Development Directorate to provide outreach to the community and increase awareness and interest in cybersecurity professions among school students,” said the CERT Division’s Jonathan Frederick, vice president of (ISC)² Pittsburgh.

The first half of the event was devoted to educational activities that introduced students to a range of cybersecurity topics, including firewalls, intrusion detection, encryption, access control, insider threat, social engineering, denial-of-service attacks, and incident response. The remainder of the program afforded the students the opportunity to apply their knowledge in game and competition settings.

“Three Envelopes” is a game designed to place players in the role of corporate CEO,” explained the SEI’s Rotem Guttman, developer of the game. Guttman designed “Three Envelopes” to be a fun and intuitive way to learn the basics of risk management. “It forces players to make tough decisions about where to invest their company’s resources,” added Guttman. “Throughout the game, random events occur, such as attempts to steal credit card information, disloyal employees, attempted break-ins, or even economic sanctions. How these events affect each player’s company determined what security choices and investments they made.”

The students also competed in a realistic “Prioritizing Defensive Measures” competition that pitted teams of students against each other. The teams worked to defend a typical corporate network under attack by hackers in a realistic environment created using the SEI’s STEPfwd training platform.

“The student teams used various cybersecurity tools to determine what attacks were taking place,” said Frederick. “They then worked to prioritize the attacks based on their severity and secure their network to stop the attacks. The teams scored points based on their ability to maintain key network services necessary to keep their business up and running, and teams lost points when they locked down their networks so much that essential business services were blocked — a realistic scenario that cyber professionals face on a daily basis.”

Event organizers were surprised at the students’ depth of cybersecurity knowledge. “The teams ended the day with scores similar to those we typically see with graduate-level university student teams working on the same exercise,” said Frederick.

This high school cybersecurity competition is part of the SEI’s ongoing commitment to STEM education. In addition to Frederick and Guttman, other SEI participants included Robert Beveridge, Chris Herr, Christopher May, Lisa Young, and Nick Winski. All served as instructors during the educational portion of the event.
Devices that connect cars and trucks to the Internet are revolutionizing how organizations track and run their fleets, but not without a major security risk. While these devices provide valuable data, such as mileage and GPS locations, automobiles themselves were never meant to be connected directly to the Internet, so they don’t employ safeguards that prevent adversarial attacks. The vulnerabilities vary, but some are serious and could lead to complete vehicle compromise.

Christopher King, who investigated these devices along with fellow SEI researcher Dan Klinedinst, put it this way: “If you can plug into one of the car’s ports, you can make the car do whatever you want.”

The SEI is working on ways to guard against that. Collaborating with the United States Computer Emergency Readiness Team (US-CERT) and the Volpe Center at the U.S. Department of Transportation (DOT), SEI researchers examined seven on-board diagnostic devices, such as consumer-connected car adapters and wireless diagnostic code readers, for vulnerabilities that could be exploited. In October 2015, the researchers presented their findings to government fleet managers at the Cybersecurity for Government Vehicles Steering Group. Managers in attendance came from organizations such as the General Services Administration (GSA), which is the head buyer of U.S. government fleet vehicles; the FBI; and the United States Secret Service.

Because all vehicles in the government fleet must integrate telecommunications and information technology (known as telematics), the SEI’s next step is testing these mobile hotspot devices on a real car to determine how to make the devices, and in turn the cars they connect to, secure. The DOT borrowed a car for testing from Transport Canada, an organization comparable to the U.S. DOT.

Through reverse-engineering on the test car, the SEI plans to identify security vulnerabilities in these devices and report them to the device manufacturers so the risks can be eliminated. Then, the SEI will make recommendations for how the U.S. government can make its fleet vehicles secure and what the general public should consider before buying one of these devices.

Already this research is making a difference for the U.S. government. According to Tom Millar, chief of communications at US-CERT, who attended the steering group meeting and sponsored this work, “We made a difference today in helping several major fleet managers make better decisions about aftermarket telematics. Multiple agencies, including GSA, repeatedly referred to us [US-CERT and SEI researchers] as a necessary input for future buys.”

King thinks the work is going to have a real impact. “The device manufacturers are new to security and have to consider a whole new mindset. Our recommendations will help them do just that.”
Assessments Help Organizations Secure Critical Infrastructure

Reducing risks associated with third-party dependencies and supply chains, strengthening the resilience of critical infrastructure, identifying and mitigating network vulnerabilities—this work is what the SEI CERT Division’s Cybersecurity Assurance team is all about. “Our goal is to help key business and government sectors better protect essential systems from cyber threats and disruptions,” said Matt Butkovic, the team’s technical manager. “To meet it, we expanded our programs considerably this year.”

External Dependencies Management Assessments

In 2015, the Cybersecurity Assurance team and the Department of Homeland Security (DHS) launched the External Dependencies Management (EDM) Assessment. This in-person, DHS-facilitated evaluation measures how well an organization can handle cyber disruptions in key services provided by third parties. Any external dependency presents a risk, from service agreements for cloud computing to business relationships that depend on a third party’s computing infrastructure and security. Cyber Resilience Reviews

Protecting critical national infrastructure such as energy, water, transportation, and financial systems from cyber disruptions was also on the Cybersecurity Assurance team’s agenda. During 2015, it conducted 48 Cyber Resilience Reviews (CRRs) in 10 critical infrastructure sectors. A CRR evaluates an organization’s operational resilience and cybersecurity practices in 10 domains, including risk management, incident management, and service continuity. It’s a no-cost, voluntary, non-technical assessment of enterprise-wide threats that can be self-administered or conducted by DHS cybersecurity professionals. Organizations get a detailed, actionable list of suggestions for improving their resilience. As of the end of the 2015 fiscal year, the SEI’s CERT Division had facilitated 359 CRRs. Organizations did not perform equally well across all of the domains in the CRR. While organizations on average did a good job managing their assets, change, and external dependencies, they did not do as well in overall risk management, training, and situational awareness. By identifying areas in which organizations are most vulnerable, the CRR points the way to improved resilience.

Risk and Vulnerability Assessments

Recent data breaches in industry and government agencies have shown how vulnerable even tech-savvy organizations are to cyber attacks. Risk and Vulnerability Assessments (RVAs) help organizations understand their cyber vulnerabilities and determine whether their current security practices protect against them. During 2015, the Cybersecurity Assurance group worked with the DHS to conduct 46 RVAs. Overall, organizations are getting better at protecting their websites in the face of distributed denial of service (DDoS) attacks and other website breaches. However, they are still plagued by phishing attempts, which continued to be the most widespread and visible method of attack.

For more information on the CERT Division’s work on assessment and resilience, visit cert.org/resilience.
Helping the Marine Corps Lay the Groundwork for Systems Modernization

Ask Steve Beck of the Software Engineering Institute to describe 2015 in one word, and he doesn’t hesitate one bit. “Epic.” And Beck knows what he’s talking about. Beck is referring to the Enterprise Portfolio IT Integration and Information Center for Systems of Systems Engineering, or EPICS. This center is the first foundational phase of a major program to modernize and integrate Marine Corps IT systems development within existing portfolios. The effort brought together the SEI and other federally funded research and development centers, university-affiliated research centers, government laboratories, academia, military academies, and war colleges to design and build a consolidated development infrastructure, streamline processes, and develop the software engineering workforce.

Beck noted the EPICS team will evaluate and analyze Marine Corps systems, subsystems, and applications in a disciplined, systematic manner. Reports based on this work will give Marine Corps leadership the requisite system engineering rigor to support complex portfolio management decisions.

Last year was the “design and construct” year for EPICS. The SEI will again play a key role in 2016, shifting its effort to establishing and operating the ESI—the Enterprise System of Systems Engineering Integration and Innovation Environment. At that stage, the team will perform system design experiments and demonstrations.

“The Marine Corps has embarked upon an aggressive campaign to modernize its defense business systems in order to meet today’s and tomorrow’s threats,” said Al Wincek, the Marine Corps Business Mission Area Chief Engineer and primary sponsor of the effort. “We have enlisted the help of the SEI to accomplish this, and the results have been significant and have received support from the highest levels of Marine Corps leadership.”
Standards
The SEI develops standards that improve the software ecosystem on which the Department of Defense (DoD) relies. For instance, the CERT Secure Coding Initiative has been leading the community development of secure coding standards for common programming languages. Many of these proposed practices are in use by major participants in the supply chain for DoD software-reliant systems, including Cisco Systems and Oracle. The SEI has also worked to integrate several research technologies into the Architecture Analysis and Design Language standard, making it extensible and semantically well defined. Application of the standard promotes the virtual integration of system building and testing activities—an approach that supports DoD objectives of achieving integrated warfighting capabilities and delivering solutions sooner to warfighters.

Prototypes and Tools
SEI researchers develop software prototypes that test proposed solutions, like the smartphone app developed in collaboration with the Carnegie Mellon University Human-Computer Interaction Institute. Called the Edge Mission-Oriented Tactical App Generator (eMONTAGE), this program for mobile devices enables warfighters to mash data from multiple sources and view the results on a unified display—all without writing code. SEI researchers have demonstrated an eMONTAGE prototype at the U.S. Special Operations Command/Naval Postgraduate School (NPS) Tactical Network Testbed and at NPS’s Joint Interagency Field Exploration (JIFX).

Tools
The SEI systematically builds software tools, especially those that address acute cybersecurity needs. Fuzz-testers and debuggers developed by the SEI’s CERT Division, for example, can position military software engineers to meet requirements outlined in the 2013 National Defense Authorization Act for software assurance testing. Other SEI tools facilitate security analysis in large networks, enable analysts to rapidly query large sets of data traffic volumes, process packet data into bidirectional flow records, and simplify the building of analysis environments.

Technical Guidance, Workforce Development, and Knowledge Sharing
The SEI shares the progress and results of its research through a host of media avenues, including technical reports, blog entries, webinars, and podcasts available on its websites, articles in prestigious professional journals and in publications geared to practitioners, books in the SEI Series in Software Engineering published by Addison-Wesley. Those books often form the basis for education materials and training courses offered by the SEI and others. The SEI offers classroom and elearning courses in software acquisition, network security, insider threat, software architecture, software product lines, software management, and other areas. In 2012, the SEI introduced the CERT STEPfwd (Simulation, Training, and Exercise Platform) to help cybersecurity practitioners and their teams continually build knowledge, skills, and experience.

In addition, SEI researchers collaborated with educators from around the United States to develop the first curriculum for software assurance, the Master of Software Assurance (MSwA). The IEEE Computer Society and Association for Computing Machinery, as well as community leaders in curriculum development, formally recognized the MSwA Reference Curriculum as suitable for creating graduate programs or tracks in software assurance.

The SEI accelerates the impact of software and cybersecurity improvements by working to promote adoption of improved capabilities by the defense industrial base and the wider software and cybersecurity communities. The SEI does this by creating standards, prototypes and tools, technical guidance, and platforms for knowledge and skill acquisition.
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The SEI Board of Visitors advises the Carnegie Mellon University president and provost and the SEI director on SEI plans and operations. The board monitors SEI activities, provides reports to the president and provost, and makes recommendations for improvement.
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